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Kurzfassung

Begriindungen mit unvollstandigen und unzulénglichen Informationen treten
sehr haufig in der menschlichen Kommunikation auf. Thre Modellierung ist
eine hoch nichttriviale Aufgabe und ist ein Problem in vielen Anwendungen.
Es gibt viele Umschreibungen fiir solche Informationen (z.B. Ungewissheit,
Ungenauigkeit, Vagheit, Unschérfe) und Methoden wurden vorgeschlagen,
um damit entsprechend umzugehen (z.B., Default-Logik, Wahrscheinlich-
keiten, unscharfe Mengen, etc.)

Viele Probleme in diesem Gebiet werden in Theorien formuliert, in denen
die exakte Gleichheit durch eine quantitative Anndherung ausgetauscht wird.
Unscharfe Nachbarschaft und Ahnlichkeit sind bemerkenswerte Beispiele von
solchen Erweiterungen, in denen die Gleichheit von Symbolen mit deren
Nachbarschaft und Ahnlichkeit bis zu einem gewissen Grad ersetzt wer-
den. Naherungsbeziehungen sind unscharfe Analoga von Toleranzrelatio-
nen (reflexiv, symmetrisch aber nicht notwendigerweise transitiv) wahrend
Ahnlichkeiten unscharfe Gegenstiicke von Aquivalenzrelationen sind. Dabei
erfordern die Beweismethoden und computerunterstiitzten Werkzeuge solcher
Theorien grundlegende Techniken welche mit quantitativen Informationen
arbeiten konnen.

In dieser Arbeit wenden wir uns dem Problem zu, solche fundamentalen
Techniken fiir verschiedene Arten von unscharfen und annéhernden Nebenbe-
dingungen zu erarbeiten, welche mit zwei zentralen Ansatzen beziiglich ihrer
Losbarkeit charakterisiert werden konnen: eine basiert auf Nachbarschafts-
blocke die andere auf Nachbarschaftsklassen. Unsere Methoden sind meistens
(aber nicht exklusiv) klassenbasiert. Wir fithren den entsprechenden theo-
retischen Hintergrund ein und entwickeln und analysieren Algorithmen zum
Losen von Constraints. Zum einen decken diese das Losen von naherungs-
weisen Gleichungssystemen (notwendig innerhalb von automatischer Deduk-
tion, deklarativem Programmieren, oder Ersetzungs- und Transformation-
sprozessen) ab. Zum anderen erlauben diese Algorithmen nédherungsweise
Verallgemeinerungen von Constraints (niitzlich in ndherungsweiser induk-
tiver Logik, analogbasiertem Schliefen und Programmieren, der Entdeckung
von Ahnlichkeiten von Befehlen in Programmiersprachen oder Texten der
natiirlichen Sprache). Eine Anwendung in regelbasierter Programmierung
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wird ebenfalls vorgestellt.

Im Zusammenhang von naherungsweisen Gleichungen stellen wir neue Al-
gorithmen der Unifikation und Matching fiir Nachbarschaftsrelationen vor,
wobei die Nichtiibereinstimmung von Symbolnamen und auch ihrer Stel-
ligkeit (vollig unscharfe Signaturen) erlaubt sind. Ebenso erarbeiten wir
einen Algorithmus zum Losen von mehrfachen Ahnlichkeitsrelationen. Fiir
Generalisierungsconstraints untersuchen wir nachbarschaftsbasierte Anti-
Unifikationsmethoden und stellen einen allgemeinen Rahmen fiir mehrere
Algorithmen fiir Verallgemeinerungen in vollig unscharfen Signaturen vor.
In dem block-basierten Ansatz fiir die ndherungsweise Anti-Unifikation tritt
ein interessantes Unterproblem auf, in dem alle maximalen Cliquenparti-
tionen in ungerichteten Graphen berechnet werden. Die Eigenschaften der
Terminierung, Korrektheit und Vollstandigkeit von allen entwickelten Algo-
rithmen werden gezeigt und ihr Potential beziiglich neuer Anwendungen wird
illustriert.



Abstract

Reasoning with incomplete, imperfect information is very common in hu-
man communication. Its modeling is a highly nontrivial task, and remains
an important issue in many applications. There are various notions associ-
ated to such information (e.g., uncertainty, imprecision, vagueness, fuzziness)
and different methodologies have been proposed to deal with them (e.g., ap-
proaches based on default logic, probability, fuzzy sets, etc.)

Many problems in this area are formulated in theories where the exact
equality is replaced by its quantitative approximation. Fuzzy proximity and
similarity relations are notable examples of such extensions, where instead
of symbol equalities one talks about their proximity or similarity up to a
certain degree. Proximity relations are fuzzy analogs of tolerance (reflexive,
symmetric, but not necessarily transitive) relations, while similarities are
fuzzy counterparts of equivalence relations. Reasoning methods and com-
putational tools for such theories require fundamental techniques that deal
with quantitative information.

In this thesis, we address the problem of developing such fundamental
techniques for various kinds of fuzzy approximation constraints, character-
izing two major approaches towards solving them: one based on proximity
blocks and another one based on proximity classes. Our methods are mostly
(but not exclusively) class-based ones. We introduce the corresponding the-
oretical background and design and analyze constraint solving algorithms,
including those for solving systems of approximate equations (needed to per-
form a step in approximate automated deduction, declarative programming,
or in rewriting and transformation process) and algorithms for solving ap-
proximate generalization constraints (useful for approximate inductive rea-
soning, reasoning and programming by analogy, similarity detection in pro-
gramming language statements or in natural language texts). An application
use case in rule-based programming is also discussed.

In the context of approximate equations, we designed unification and
matching algorithms for proximity relations where mismatches are allowed
in symbol names and also in their arities (fully fuzzy signatures), and a
constraint solving algorithm for multiple similarity relations. For generaliza-
tion constraints, we studied proximity-based anti-unification and developed a
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generic framework for multiple generalization algorithms in fully fuzzy signa-
tures. Block-based approach to approximate anti-unification involved solving
an interesting related problem of computing all maximal clique partitions in
undirected graphs. Termination, soundness, and completeness properties of
all the developed algorithms are proved, complexities are investigated, and
their application potential is illustrated.
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CHAPTER 1

Introduction

In this work we present symbolic techniques (unification, matching, anti-
unification) that are fundamental for automated approximate reasoning (prov-
ing, solving, and computing). Reasoning with incomplete, imperfect infor-
mation is very common in human communication. Its modeling is a highly
nontrivial task, and remains an important issue in applications of artificial
intelligence. There are various notions associated to such information (e.g.,
uncertainty, imprecision, vagueness, fuzziness) and different methodologies
have been proposed to deal with them (e.g., approaches based on default
logic, probability, fuzzy sets, etc.)

For many problems in this area, exact equality is replaced by its ap-
proximation. Some approaches use proximity relations, others use similarity
relations to express the approximation, modeling the corresponding imprecise
information.

Proximity relations are reflexive and symmetric fuzzy binary relations,
whose crisp (two-valued) counterpart are tolerance relations. The latter was
deemed by Poincaré [64] as having a fundamental importance in distinguish-
ing mathematics applied to the physical world from ideal mathematics. Intro-
duced in [19], the proximity relations generalize similarity relations (a fuzzy
version of equivalence), by dropping transitivity. Proximity relations help
represent fuzzy information in situations where similarity is not adequate,
providing more flexibility in expressing vague knowledge.

Unification, matching, and anti-unification are fundamental operations
for many areas of symbolic computation. Unification and matching are cen-
tral computational mechanisms in fields such as automated reasoning, rewrit-
ing, declarative programming. Anti-unification is a logic-based method for
computing generalizations, with a wide range of applications, e.g. in induc-
tive and analogical reasoning, program analysis, natural language processing.

Unification and matching are methods for solving equations between
terms. Anti-unification aims at detecting similarities between different ob-
jects and at learning general structures from concrete instances. Unification
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16 1. INTRODUCTION

and anti-unification can be seen as dual techniques, since unification com-
putes a most specific common instance of given logical expressions, while
anti-unification computes their least general generalization.

These techniques have been studied intensively for crisp equivalence re-
lations. First-order syntactic and equational unification and matching have
been considered, e.g., in [7, 8, 37, 61, 67, 70, 71], for first-order syntactic and
equational anti-unification see, e.g., [63, 66, 4, 9, 43].

However, these techniques fail or overgeneralize when there is no match
between two corresponding function symbols of the given terms. While in
many situations this is the desired outcome, there are cases when some tol-
erance regarding the mismatches would offer a better result. The type of the
accepted differences can vary, and some mismatches were already explored in
the fuzzy context, concerning reasoning with imprecise, vague information,
although not as extensively as in the crisp context.

Unification for similarity relations was studied in [28,; 29, 27, 69] in the
context of fuzzy logic programming. In [1], the authors extended the algo-
rithm from [69] to fully fuzzy signature (permitting arity mismatches between
function symbols) and studied also anti-unification.

Investigations of symbolic techniques for proximity relations have been
started recently, and not many works have addressed them so far. Probably
one of the earliest ones is [68], where the authors introduced a constraint
logic programming schema with proximity relations.

Proximity relations (and their crisp counterpart, tolerance relations) can
be represented by weighted or non-weighted undirected graphs, and the ex-
isting approaches to proximity-based constraint solving can be characterized
by the way how proximal nodes are treated in such a graph. In the block-
based approach, two symbols are considered proximal if they belong to the
same maximal clique partition in this graph. In the class-based approach, a
symbol is proximal to any of its neighbors in the graph. Both approaches can
be used to extend the constraint solving methods from a single similarity re-
lation to proximity or multiple similarity relations and have their advantages
and disadvantages.

In the block-based approach to unification with proximity relations, the
pioneering contribution is [33], which generalizes the similarity-based uni-
fication algorithm from [69] to proximity relations. This work was fur-
ther extended in [35, 17], and used in the fuzzy logic programming system
Bousi~Prolog.

In this thesis we focus mostly on the class-bases approach. The only
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exception is our work from [45, 46], described in Section 3.3.

In this section, we study a block-based approach to anti-unification with
proximity relations. To ensure that the algorithm computes a minimal com-
plete set of generalizations, we need to consider disjoint blocks of symbols
in the given proximity relation, which effectively refines it into a similarity
relation. In order to compute all such refinements, we develop an algorithm
that produces all maximal clique partitions of an undirected graph (that cor-
responds to the proximity relation). This algorithm is optimal in the sense
that each maximal clique partition is computed only once, and generating
and discarding false answers is avoided. It is incorporated into the anti-
unification algorithm and generates partitions lazily, only on demand. We
prove termination, soundness, and completeness of both algorithms.

Chapter 4 is devoted to the class-based techniques for proximity re-
lations with mismatches permitted between symbol names with the same
arities.

In Section 4.2 we consider the class-based approach to unification for
such relations. We develop an algorithm which computes a compact rep-
resentation of the set of solutions. Considering neighborhoods of function
symbols as finite sets, we work with term representation where in place of
function symbols we permit neighborhoods or names. The latter are some
kind of variables, which stand for unknown neighborhoods. The algorithm is
split into two phases. In the first one, which is a generalization of syntactic
unification for proximity relations, we produce a substitution together with
two sets of constraints: over variables and over neighborhoods. A crucial
step in the algorithm is variable elimination, which is done not with a term
to which a variable should be unified, but with a copy of that term with fresh
names and variables. This step also introduces new neighborhood constraints
to ensure that the copy of the term remains close to its original, thus storing
the proximity chains between terms.

In the second phase, the neighborhood constraint is solved by a dedi-
cated algorithm. Combining each solution from the second phase with the
substitution computed in the first phase and a solution of the variables con-
straint (which always exists), we obtain a compact representation of the min-
imal complete set of unifiers of the original problem. We prove termination,
soundness and completeness of both algorithms. This is the first detailed
study of class-based proximity-based unification. Its early version has been
published in [48].

In Section 4.3, we develop a dedicated algorithm for class-based match-
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ing with proximity relations. In general, matching problems with proximity
or tolerance relations might have finitely many incomparable solutions, but
one can represent them in a more compact way. We show that for each
matching problem there is a single answer in such a compact form, and in-
vestigate time and space complexity to compute it. These results have been
published in [47].

Section 4.4 is about class-based anti-unification for proximity relations.
This problem is closely related to matching, as generalizations (whose com-
putation is the goal of anti-unification) are supposed to match the original
terms. Also here, we aim at computing a compact representation of the so-
lution, but unlike matching, for anti-unification there can be finitely many
different solutions in compact form. If we are interested in linear general-
izations (i.e., those which do not contain multiple occurrences of the same
variable) then the problem has a unique compact solution. A potential appli-
cation of these techniques includes, e.g., an extension of software code clone
detection methods by treating certain mismatches as approximations. These
results appeared in [47].

In Chapter 5 we make a step further and consider a more general case of
proximity relations in fully fuzzy signatures, where mismatches are allowed
not only between proximal symbol names, but also between their arities.
Arguments of such symbols are declared to be proximal via given argument
relations.

Section 5.3 is dedicated to the development of class-based unification for
such proximity relations, which generalizes, on the one hand, the proximity-
based unification from Section 4.2 and, on the other hand, the similarity-
based unification in fully fuzzy signatures from [2]. Argument relations are
correspondence (i.e., left- and right-total) relations, which are not required to
be functional. It is a very flexible approach, which opens a way to extending
proximity-based unification towards special equational theories. We design
a corresponding unification algorithm and prove its termination, soundness,
and completeness. Its original version has been published in [62].

The matching algorithm for the same setting is studied in Section 5.4.
Argument relations are not restricted. We prove that the algorithm is ter-
minating, sound, and complete. It generalizes the matching algorithm from
Section 4.3 and was published in [62].

In Section 5.5 we study the anti-unification problem for the same class
of proximity relations. For mismatching arguments, we consider four dif-
ferent variants of argument relations between different proximal symbols:
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unrestricted relations / functions, and correspondence relations / functions.
We design the corresponding algorithms, study their properties, and show
how to obtain the existing fuzzy anti-unification problems as special cases
of our problems. This gives a flexible generic framework for proximity-based
anti-unification, which is published in [49].

Chapter 6 describes an extension of the class-based matching algorithm
from Section 4.3 adapted to serve as a computation mechanism of a rule-
based programming tool. The tool is based on pLog [55], which is a calcu-
lus for conditional transformation of sequences of expressions, controlled by
strategies. Its language is richer than what we considered in the previous
chapters. plLog objects are logic terms that are built from function symbols
without fixed arity and four different kinds of variables: for individual terms,
for finite sequences of terms (hedges), for function symbols, and for contexts
(special unary higher-order functions). Rules transform finite sequences of
terms, when the given conditions are satisfied. They are labeled by strategies,
providing a flexible mechanism for combining and controlling their behavior.
pLog programs are sets of rules. At the core of pLog there is a powerful
pattern matching algorithm [44].

pLog-prox, described in this chapter, is an attempt to combine approxi-
mate reasoning and strategic rule-based programming. It extends pLog with
capabilities to process imprecise information represented by proximity rela-
tions. We develop a matching algorithm that solves the problem of approx-
imate equality between terms that may contain variables for terms, hedges,
function symbols and contexts. We prove that it is terminating, sound, and
complete, and integrate it in the pLog-prox calculus. The integration is
transparent: approximate equality is expressed explicitly, no hidden fuzzi-
ness is assumed. Multiple solutions to matching problems are explored by
nondeterministic computations in the inference mechanism.

The results of this chapter have been published in [24].

In Chapter 7, we move the focus from proximity to similarity. The pre-
vious works on similarity-based unification usually assume a single similarity
relation. However, in many practical situations, one needs to deal with sev-
eral similarities between the objects from the same set. Multiple similarities
pose challenges to constraint solving, since we can not rely on the transitivity
property anymore. Note that proximity relations are not transitive either,
but their unification methods have some limitations in dealing with multiple
similarities simultaneously.

In this chapter, we address this problem. Since the existing similarity-
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and proximity-based unification techniques cannot adequately solve it, we
propose a special algorithm for constraints over multiple similarity relations.

Our algorithm does not depend on application or implementation pref-
erences. It can be incorporated in a modular way in the constraint logic
programming schema, can be used for constrained rewriting, querying, or
similar purposes. It combines three parts: solving syntactic equations, solv-
ing similarity problems for one relation, and solving mixed problems. We
permit not only variables for terms, but also variables for function symbols,
since they are necessary in the process of finding an “intermediate object”
between terms in different similarity relations. We prove termination, sound-
ness and completeness theorems. This work has been published in [23].

Fig. 1.1 depicts our contribution (colored nodes) and the related work
(white nodes) in the area of approximate unification, matching, and anti-
unification, as well as the relationships between the problems solved.

Unification Generalization

Matching
Ch.6, [24]
[Ch.4, (48, 47}H0h. 5, [62]] [Ch.4, [47]]—>[Ch. 5, [49]]

) [Ch. 7, [23]] {[69]} rE 2] EQ] 2]
Sim
(33, 35] Ch. 3, [45]

Figure 1.1: Problems, their relationships, and references.

The problems can be categorized from two different points of view:

e the type of the considered fuzzy relation, illustrated in the horizon-
tal layers corresponding to the similarity relations (Sim), and the two
perspectives with respect to the proximity relations (Prox-block and
Prox-class),
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e the type of constraints solved by the problem, separated vertically, with
equational constraints (addressed by unification and matching) on the
left, and generalization constraints (addressed by anti-unification/gene-
ralization) on the right.

The figure is also a clear overview of all the ways in which problems gen-
eralize other problems, which were previously mentioned in the description
of the whole content. The relationships are reproduced through arrows, in
which the direction moves from a more specific to a more general problem.
One can thus easily discern how the proximity-based techniques generalize
and extend the similarity-based ones.

The vertical classification creates a symmetry that reflects the dual nature
of unification and anti-unification problems in the same fuzzy setting.
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CHAPTER 2

Preliminaries

We introduce here technical notions that will be used throughout the whole
thesis. The notions specific only to a certain chapter will be defined inside
each chapter in dedicated sections.

2.1 Fuzzy relations

We define the basic notions about proximity relations according to [33] and
about similarity relations following [69].

A binary fuzzy relation on a set S is a mapping from S x S to the real
interval [0,1]. A fuzzy relation is characterized by a set A = {A1,..., A, |
0 < A\; < 1} of approximation levels. They express the degree of relationship
of the related elements. We say that a value A € A is a cut value. The
A-cut of R on S, denoted R, is an ordinary (crisp) relation on S defined as
R)\ = {(81,52) | R(Sl,SQ) = )\}

A T-norm A in [0,1] is a binary operation A : [0;1] x [0,1] — [0,1],
which is associative, commutative, non-decreasing in both arguments, and
satisfying z A 1 = 1 Az = x for any z € [0, 1]. T-norms have been studied in
detail in [39]. In the thesis, we take the minimum in the role of the T-norm
A, which sometimes is even spelled out explicitly.

2.1.1 Proximity and similarity relations

A fuzzy relation R on a set S is called a prozimity relation on S if it is
reflexive and symmetric:

Reflexivity: R(s,s) =1 for all s € S;
Symmetry: R(s1,s2) = R(s2, 1) for all s, € S.
In this thesis we consider only strict proximity relations:

23
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Strictness: For all s1, s, € 5, if R(s1,52) = 1 then s; = s5.

Tolerance relations are crisp reflexive and symmetric binary relations. A
A-cut of a proximity relation on S is a tolerance relation on S.

A proximity relation (on S) is called a similarity relation (on S) if it is
transitive:

Transitivity: R(s1,s2) = R(s1,5) A R(s, s2) for any s, 59,5 € S.

A A-cut of a similarity relation on S is an equivalence relation on S.

2.1.2 Blocks and classes

While similarity relations on sets define partitions of those sets, given by
the similarity (fuzzy equivalence) classes, proximity relations are more com-
plicated in this respect. For proximity we have two different, but related
concepts: proximity blocks and proximity classes. They are defined below.

Definition 2.1.1. (Proximity block of level \). Given a proximity relation
R on a set S and X € (0,1], a proximity block of level A\ (or, shortly, a
A-block) is a subset B of S such that the restriction of Ry to B is a total
relation, and B is maximal with this property.

Definition 2.1.2. (Prozimity class of level ). Given a prozimity relation R
on a set S and X\ € (0,1], the proximity class of level X of s € S (or, shortly,
A-class of s) is the set pc(s,R,\) = {s' | R(s,s") = A}.

The blocks and the classes of a proximity relation cover completely the
set S, but they are not necessarily partitions of S.
The following example illustrates proximity blocks:

Example 2.1.1. Let S = {a,b,¢,d,e, f} and R be a proximity relation on
S defined by

R(a,b) = 0.8, R(b,c) = 0.7, R(c,e) =0.8,
Rla,c) =05,  R(be) =09,  R(bd) =0.5.

It can be visualized as shown, e.g., in the following diagram:
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The set approximation levels of R is A = {1,0.9,0.8,0.7,0.5}.
The table below shows all A-blocks for each approximation level A:

A A-blocks

L {a} {b} {cd A} {0 {f}
09 {a}  {hel { @) ()

0.8 f{a,b}  {be} {ce} {df {f}
0.7 {a,b}  {byc,ep {d}  {f}

0.5 {a,b,c} {b,c,e} {b,d} {f}

The A-classes for each approximation level A\ are shown in the following table:

A pc(a,R,\) pc(b,R,\) pc(c,R,\) pc(d,R,\) pc(e,R,\) pc(f,R,]\)

1 {a} {b} {c} {d} {e} {r}
0.9 {a} {b, e} {c} {d} {b,e} {f}
0.8 {a,b} {a,b,e} {e, e} {d} {b,c,e} {f}
0.7 {a,b} {a,b,c,e} {b,c, e} {d} {b,c,e} {f}
0.5 {a,b,c} {a,b,c,d,e} {a,b,c,e} {b,d} {b,c,e} {f}

2.2 Terms and substitutions

2.2.1 Terms

We consider a first-order alphabet consisting of a set of fixed arity function
symbols F and a set of variables V, with F and V disjoint.

The set of terms 7T (F,V) over F and V is defined in the standard way:
te T(F,V)iff t is defined by the grammar t := x | f(t1,...,t,), where x € V
and f € F is an n-ary function symbol with n > 0.
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We denote arbitrary function symbols by f,g,h,p,q, constants (0-ary
function symbols) by a,b,c,d, e, variables by z,y,z,u,v,w, and terms by
s,t,7. The head of a term is defined as head(x) := x and head(f(t1,...,t,))
:= f. For a term ¢, we denote with V(¢) the set of all variables appearing in
t. fV(t) = &, we call t a ground term. A term is called linear if no variable
occurs in it more than once.

For a term t, its set of positions pos(t) is a set of sequences of positive
integers defined as follows: If ¢ is a variable, then pos(t) = {€}, where € is
the empty sequence; If t = f(s1,...,s,), then pos(t) = {e} U {i.p|pe
pos(s;)}. By t[p] we denote the symbol in ¢ at position p. The notation ¢/,
denotes the subterm of ¢ at position p.

2.2.2 Substitutions

Substitutions over T (F,)V) are mappings from variables to terms, where all
but finitely many variables are mapped to themselves. We use the Greek
letters o,1, ¢ to denote substitutions, except for the identity substitution
which is written as Id.

The domain of a substitution o is defined as dom(o) := {x | o(x) # z}.
We represent substitutions with the usual set notation: o is represented as
{r — o(x) | * # o(x)}. The restriction of a substitution ¢ on a set of
variables V', denoted by oy, is the substitution defined as o|y(z) = o(z)
when z € V' and oy (z) = = otherwise.

Application of a substitution o to a term ¢, written in the postfix no-
tation as to, is defined recursively as zo := o(x) and f(t1,...,t,)0 =
f(tyo,. .., t,o). Substitution composition is defined as a composition of map-
pings, and we write ov for the composition of ¢ with ). The operation is
associative but not commutative.

2.2.3 Extending proximity relations over terms

Let R be a proximity relation defined on F, so that for all f, g € F, we have
R(f,9) = 0if arity(f) # arity(g). We extend such a relation R from F to
FOUT(F,V):

e For function symbols R is already defined.

e For variables: R(z,z) = 1.
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e For nonvariable terms:

R(f(try .-y tn)yg(s1,.-,80)) = R(f,9) AR(t1,81) A -+ A R(tn, sn),

when f and g are both n-ary.
e In all other cases, R(t1,t2) = 0 for ty,to € F U T(F, V).

In the rest of the thesis, whenever the terms do not comply with the above
restriction or are further extended (such as X-terms later), the extension
of the proximity relation will be adapted in the corresponding chapter or
section.

Two terms t and s are (R, \)-close to each other, written t ~g ) s, if
R(t,s) = A

When R is strict on F, its extension to F u T (F,V) is also strict. When
A =1, the relation ~g ) does not depend on R due to strictness of the latter
and is just the syntactic equality =.

2.2.4 Comparing terms and substitutions

Definition 2.2.1 (Relations <z and <). The relations <gx and < and
the corresponding notions are defined as follows:

<r for terms: A term t is (R, \)-more general than s (or t is (R, \)-
generalization of s, or s is an (R, \)-instance of t), written t <r.x s, if
there exists a substitution o such that to ~x \ s. We say that o is an
(R, A\)-matcher of t to s.

<, for substitutions: A substitution ¥ is (R, \)-more general than ¢ (or
@ is an (R, \)-instance of ¥), written 9 <g.x @, if there exists a sub-
stitution o such that 90 ~g \ xp for all x.

< for terms: A term t is syntactically more general than s (ort is a syn-
tactic generalization of s, or s is a syntactic instance of t), written
t < s, if there exists a substitution o such that to = s. We say that o
is a syntactic matcher of t to s.

< for substitutions: A substitution 9 is syntactically more general than
¢ (or ¢ is a syntactic instance of ¥), written ¥ < ¢, if there exists a
substitution o such that x¥o = xp for all x.
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The strict part of <rx is denoted by <g . The strict part of < is denoted
by <.

The relation <x ) is not transitive. If a ~g \ b, b ~g.» ¢, and a +x. c,
then we have a g 0, b <ra ¢, and a £ c. Unlike <z 5, < is transitive.
In fact, < is a quasi-ordering, called instantiation quasi-ordering. We also
have < < <x for any R and \.

Two substitutions ¢ and 9 are called equigeneral iff o < ¥ and ¥ < 0. In
this case we write o ~ 1. It is an equivalence relation.

2.3 Unification, matching, anti-unification

2.3.1 Unification problems

Unification is a process of solving term equations. We write an (R, \)-
equation between ¢t and s as ¢ 2;2,,\ s, with the question mark indicating
that the equation is supposed to be solved (i.e., the terms ¢ and s to be
(R, \)-unified). A solution (unifier) of such an equation is a substitution o
such that to ~x ) so. We say that R(to, so) = A is the approzimation degree
of (R, A)-unifying ¢ and s by ¢ (or, equivalently, the approzimation degree of
solving ¢ 2;27A s by o).

An (R, \)-unification problem (or, briefly, a unification problem) is a finite
set of (R, \)-equations. A solution (unifier) of an (R, \)-unification problem
P is a substitution that solves all the equations in P. We say that o is a most
general (R, \)-unifier ((R,\)-mgu) of P if o is a (R, A)-unifier of P and no
other (R, A)-unifier of P is syntactically strictly more general than o, i.e.,
for no other (R, A)-unifier ¥ of ¢t and s we have J < o. The approzimation
degree of the unification of P by o, denoted by deg(Po), is Aepdeg(eqo),
where deg(eqo) is the approximation degree of solving eq € P by o.

Instead of writing “a unifier of an (R, A)-unification problem P” we often
shortly say “an (R, A)-unifier of P”. The same applies to solutions. Some-
times we may completely skip (R, \) if it does not cause confusions.

Remark 2.3.1. Note that < preserves good properties of unifiers while <z »
does not. Namely, if o is a (R, A)-unifier of P, then so is any ¢ for which
o < ¥ holds. However, if 0 <%, ¥, then ¥ might not be an (R, \)-unifier of
P. A simple example of the latter is P = {x ~% ) a} and R, = {(a,b), (b,c)}.
Then o = {z — b} is an (R, A)-unifier of P, but ¥ = {x — ¢} is not. However,
o ZraU.
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Definition 2.3.1 (Complete set of unifiers). Given a prozimity relation R, a
cut value X\, and an (R, \)-proximity unification problem P, the set of substi-
tutions ¥ is a complete set of (R, A)-unifiers of P if the following conditions
hold:

Soundness: Every substitution o € ¥ is an (R, \)-unifier of P.

Completeness: For any (R, \)-unifier 9 of P, there exists o € ¥ such that
o <.

Y is a minimal complete set of unifiers of P if it is its complete set of
unifiers and, in addition, the following condition holds:

Minimality: No two elements in ¥ are comparable with respect to <: For
all 0,0 € X, if 0 < ¢, then 0 = 0.

Taking into account the remark above, it should not be surprising that we
used < in the completeness and minimality parts of this definition. However,
one should be aware that elements of the minimal complete set of unifiers
might be <g \-comparable. For instance, under this definition, {x ~g 5
b} for R(a,b) = 0.6, R(b,c) = 0.5 has a minimal complete set of unifiers
{{x — a},{x — b},{x — c}}. The substitutions {x — a} and {z — b} are
<-incomparable, but <g y-comparable. The same is true for {z — a} and
{z — c}.

2.3.2 Matching problems

An equation with a ground side is called a matching equation. We write
t ﬁ?RA s for an (R, A)-matching equation between ¢t and s, where s is the
ground side. A solution (matcher) of such an equation is an (R, A)-matcher
of t to s, i.e., a substitution ¢ that matches ¢ to s with respect to R and A,
i.e., to ~g s. The number R(to,s) = A is the corresponding approzimation
degree.

Analogously to unification, we will use the notion of matching problems
and their most general solution, and write (R, \)-mgm for most general
(R, A)-matchers.

2.3.3 Generalization problems

Definition 2.3.2 ((R,\)-lgg). A term r is called an (R, \)-least general
generalization (an (R, \)-lgg) of terms t and s iff
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o 7 is (R, \)-more general than both t and s, i.e., r Srat and r <r, S,
and

e there is no r' such that r <g ' and v’ is (R, \)-more general than
both t and s.

Theorem 2.3.1. If r is an (R, \)-generalization of t, then any syntactic
generalization v’ of r is also an (R, \)-generalization of t, i.e., 1 <r.xt and
< r amply " <roat.

Proof. From r <z t, by definition of < , there exists ¥ such that ¥ ~g
t. From r’ < r, by definition of <, there exists ¢ such that ¢ = r. Then
we have 1’ = ri ~% 5 t, which implies 7’ <g y t. O

Corollary 2.3.1.1. Any syntactic generalization of an (R, \)-lgg of t and s
is an (R, \)-generalization of both t and s.

The notion of syntactic lgg can be defined analogously to (R, A)-lgg, using
the relation <. The syntactic lgg of two terms is unique modulo variable
renaming, see, e.g., [63, 66]. In general, it is not difficult to show that for any
terms ¢ and s, if r and " are their syntactic lgg and (R, \)-lgg, respectively,
then r < 7/,

Example 2.3.1. Let R and A be such that a ~g » b, b ~¢ \ ¢, and a Fx  c.
Then the (R, A)-lgg of a and c¢ is b, while their syntactic lgg is x.

Definition 2.3.3 (Minimal complete set of (R, \)-generalizations). Given
R, A, t1, and ty, a set of terms T is a complete set of (R, A)-generalizations
of t1 and ty if

(a) every r €T is an (R, \)-generalization of t1 and t,

(b) if " is an (R, \)-generalization of t; and to, then there exists r € T
such that v’ < r (note that we use syntactic generalization here).

In addition, T is minimal, if it satisfies the following property:
(c) if r,r’" €T, r #1', then neither r <g 1" norr’ <g.,r.

A minimal complete set of (R, A)-generalizations ((R, A)-mcsg) of two terms
is unique modulo variable renaming. The elements of the (R, \)-mcsg of t
and ty are (R, \)-lggs of t1 and t.

This definition directly extends to generalizations of finitely many terms.



CHAPTER 3

Block-Based Symbolic
Techniques for Proximity
Relations

In this chapter we present unification and study anti-unification algorithms
in the block-based proximity setting. In this setting, mismatches between
function symbol names (but not in the arities) are tolerated, but once a
symbol a is considered ‘close’ to another one, say, b, then a cannot be ‘close’
anymore to the symbols that are not proximal to b, even if a was originally
‘close’ to them. The presented algorithms follow thus a so-called ‘choosing
sides’ strategy. This type of strategy was first applied by Julian-Iranzo et al
[33] in their unification algorithm, presented below. We followed the same
path with an anti-unification algorithm, to which the major part of this
chapter is dedicated.

3.1 Notions and terminology

We adjust the notion of proximity for terms to fit the block-based approach.
The intuition behind it, according to [33], is based on the following idea: two
terms t; and ty are Ad-approximate when they have the same set of positions;
their symbols, in their corresponding positions, belong to the same A-block;
and a certain symbol is always assigned to the same A-block (throughout a
computation). The following definition formalizes this intuition:

Definition 3.1.1. Given a prozimity relation R on F and A € (0,1], two
terms t and s are A-approximate (or A-close) with respect to R, written
t ~r .\ s, if the following conditions hold:

1. pos(t) = pos(s), i.e, the terms have exactly the same positions, hence,
the same structure.

2. For all p € pos(t), t[p] and s[p] belong to the same A-block of R.

31
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3. For all positions p,p’ € pos(t) with p # p/,

(a) Ift[p] = t[p], then s[p] and s[p'] belong to the same \-block of R.
(b) If s|p] = s[p'], then t[p] and t[p'] belong to the same A-block of R.

We consider undirected graphs G = (V, E), where V is the set of vertices
and FE is the set of edges. A clique in a graph is a set of vertices W < V such
that for each pair of vertices in W there is an edge in E. A clique is maximal
if it is not a proper subset of another clique. These notions are relevant
here, because when A\ is fixed, a proximity relation can be represented as an
(unweighted) undirected graph and its maximal cliques (maximal complete
subgraphs) are counterparts to blocks. In general, maximal cliques play
an important role in the block-based approach and we need to define some
notions related to them.

A clique partition of a graph G is a set of its cliques {C1,...,C,} such
that | J;_,Ci =V and C;n C; = Fforall 1 <i,j < n,i#j.

Let S; = {C1,...,Cy} and Sy = {Dq,..., D, } be two sets of cliques of
the same graph. We say that S} is subsumed by Ss, written S; & S, iff for
all 1 <7 < n there exists 1 < j < m such that C; < D;. If S} and S, are, in
particular, partitions, then we also say that S; is a subpartition of Sy if S; is
subsumed by S5.

A clique partition of a graph is mazimal if it is not (properly) subsumed
by another partition of the graph. A graph may have several maximal clique
partitions.

In what follows, whenever appropriate we do not distinguish between R
and the graph that represents it.

It is important to mention that the term and substitution comparison
relation used in this chapter is <z . As we have seen, it is not a quasi-
ordering since it is not transitive in general, but as noted in [33], under
certain restrictions some kind of transitivity is preserved, which is exactly
what we need in the block-based approach, where proximity between terms
is defined as in Definition 3.1.1.

To make it more precise, note that in itself, defining <z ) as in Defi-
nition 3.1.1 does not guarantee that it is transitive. For instance, if R, =
{(a,b), (b,c)}, then a <g b (when the relation is partitioned as {{a, b}, {c}}),
b <r. ¢ (when the relation is partitioned as {{a}, {b,c}}), but not a <z c.
However, if we have t <z s and s <g 7, both with respect to the same
maximal clique partition of R, then ¢ <z ) r in the same partition of R.
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3.2 Related work: block-based unification for
proximity relations

We will dwell neither in the history of the fuzzy logic programming, nor in
the full coverage of Bousi~Prolog. It suffices to say that while similarity
relations have been incorporated in the FLP for a while, Julidn-Iranzo and
his collaborators stumbled during their work upon problems in which the
similarity-based algorithms did not offer a solution, even though intuitively
the answer seemed straightforward.

For example, they considered a deductive database that stores informa-
tion about people and their preferences on teaching, containing the following
fragment:

%% PROXIMITY EQUATIONS
physics © math = 0.8.
physics ~ chemistry = 0.8.
chemistry ™ math = 0.6.

%% FACTS

likes_teaching(john, physics).
likes_teaching(mary, chemistry).
has_degree(john, physics).
has_degree(mary, chemistry).

%% RULES

can_teach(X, M) :-
has_degree(X, M),
likes_teaching(X, M).

Systems that disregard proximity relations would provide no answer for
the query "7-can_teach(X, math)". However, the intuition as well as the
Bousi~Prolog system answer "X=john with 0.8" and "X=mary with 0.6".

Unlike Bousi~Prolog and its proximity-based unification algorithm, the
earlier fuzzy unification algorithms did not offer a solution to problems like
this. These algorithms were all dealing with similarity exclusively, and their
application to problems based on proximity relations would lead to incom-
pleteness.
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The block-based unification algorithm for proximity relations from [33]
involves two procedures: the unification itself and the procedure for checking
satisfiability of proximity constraints.! The latter is used as a condition to
perform a step in the unification algorithm.

The unification rules work on configurations (in the paper they are called
weak unification states), which are tuples of the form P;o;C; « (we modify
the original ones a bit to fit to the notation of this thesis), where P is the
unification problems to be solved, ¢ is the substitution computed so far, C
is the set of proximity constraints, and « is the unification degree computed
so far. Proximity constraints are unordered pairs of function symbols of the
form f—g¢, indicating that f and ¢ are proximal and belong to the same
proximity block.

The rules are as follows (the name abbreviations are combined with U for
unification and with JIRM for the last names of the authors of [33], although
we do not exactly follow their notation):

Tri-U-JIRM: Trivial

{x :%,A x}w P;o;Cyo0 = P;0;C; o

Decl1-U-JIRM: Decomposition 1
{f(tr, . tn) =3 f(51,... 80)} w Pio; Croo —
{t; 25,’37/\ sill1<i<n}uP;o;,C;a.

Dec2-U-JIRM: Decomposition 2
{f(tr, . tn) 23 9(s1,. .. 80)} w P;0; O a0 —
{ti~g sill1<i<n}uPio{fg}uCianp,
where R(f,g) = B = X and {f—g¢g} u C is satisfiable.

Ori-U-JIRM: Orient
{t ~x\ 2} w Pio;Ci0 = {x =~ , t} U P;0;C; «,

where ¢t is not a variable.

Elim-U-JIRM: Variable elimination
{x :7?%7/\ t}w P;o;C; 0 = P{x — t};0{x — t}; C; «, if x ¢ V().

1A more efficient block-based unification algorithm for proximity relations was de-
scribed in [36].
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Cla-U-JIRM: Clash
{f(t1,... tn) 2?72,)\ 9(s1,.. . 8m)}w Pyo; Croo = ||
if R(f,g) <A or {f—g} u C is unsatisfiable.

Occ-U-JIRM: Occurrence check
{t =f  thwPio;Cia— L, ifzeV(t).

The block-based strategy is enforced by satisfiability of the proximity
constraint C. Intuitively, C'is satisfiable iff no symbol belongs to two different

(R, A)-blocks with respect to C. The corresponding algorithm, taken from
[33], consists of three steps:

Input: a proximity constraint C', a proximity relation R and a cut
value \.

Output: sat (if C' is satisfiable) or unsat (if C' is unsatisfiable).
1. Compute the transitive closure C* of C'.
2. If there exists f—g € C* such that R(f,g) < A, then return unsat.

3. Return sat.

To unify terms t and s with respect to a proximity relation R and a cut
value A in this approach, one starts with {¢ z;’z’ ) S};Id; ;1 and applies the
unification rules exhaustively. If the successful configuration &J;0;C; « is
reached, o is a most general (R, A)-unifier of ¢t and s with the approximation
degree oo. Otherwise, L is returned indicating that ¢ and s are not (R, A)-
unifiable in the block-based approach.

Example 3.2.1 (From [33]). Given a proximity relation defined as R(p, q) =
0.6, R(b,d) = 0.3, R(e,c) = 0.4, R(r,s) = 0.5, a cut value A = 0.2, consider
the set of unification problems P = {p(z,y,b) :;z,/\ q(a,b,d), r(z,e) :%A
s(w, c)}, where the variables are z,y, z, w. In order to determine whether P
is unifiable by proximity, the algorithm proceeds as follows:

{p(z,y,0) 2;1,,\ q(a,b,d), r(z,e) 23@,,\ s(w, c)}; Id; &; 1 =Decr-uamrm
{2~ y=gab, b, d r(ze) >p, s(w, o)l

Id; {p—q}; 0.6 =Eiim-v-rm
{y Z;z,,\ b, b 2;’z,,\ d, r(z,€) :;z,,\ s(w,c)};

{x — a}; {p—q}; 0.6 = Biim-vsrM
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{b 2;)27/\ d, r(z,e) 2:'/73,/\ s(w,c)}i{z — a,y — b}; {p—q}; 0.6 =pec2-varm
{r(ze) :;z,,\ s(w, c)}; {x = a,y — b}; {p—q,b—d}; 0.3 =pecr-usrm

{z ng w, € zgm chi{r — a,y — b} {p—q,b—d,7—5};0.3 =Eiim-vsrM
{e Z;z,x chi{r = a,y— b,z — w} {p—q,b—d,r—5};0.3 =pec2-usrMm

Gi{x — a,y — b,z — w}; {p—q, b—d,r—s,e—c};0.3.

It is easy to see that the constrains satisfiability check at each corresponding
step in this derivation succeeds. The obtained substitution {x — a,y —
b, z — w} solves P with the approximation degree 0.3, because

p l',y,b){ﬂf —a,y — b,Z = U)} :p<aab7b)'
q(a,b,d){x — a,y — b,z — w} = q(a,b,d).
pla,b,b) ~r 03 q(a,b,d) because R(p(a,b,d), q(a,b,d)) = 0.3.

<

S

(

(

(

(z,e){x — a,y—bz— w}=r(w,e).
(w,c){x — a,y—b,z—w} = s(w,c).
(

w
w

<

,e) ~r 0.3 S(w, c) because R(r(w,e), s(w,c)) = 0.4 = 0.3.
Moreover, the proximity constraint {p—q, b—d, r—s, e—c} is satisfiable.

Example 3.2.2. In this example we show an unsuccessful unification at-
tempt. Assume R(a,b) = 0.4, R(b,c) = 0.5, A = 0.3 and consider the
unification problem P = {f(z,z,z) ~%, f(b,a,c)}. Then the unification
algorithm proceeds as

{f(2,2,2) 2;2)\ f(b,a,c)}; Id; &5 1 =peci-uamrm

{x 2(7?3,,\ b, x 2;2,,\ a, r 2:}71)\ c}; 1d; ;1 = plim-u-nrm
{b 2(7?2)\ a,b 2;72)\ ct; {x — b}; J; 1 =pecr-vsrm

{b 2(7?2)\ cti{z — b} {b—a}; 0.4 =craunrm

1.

The rule Cla-U-JIRM applies, because the constraint {b—a, b—c} is unsatis-
fiable: its transitive closure {b—a,b—c,a—c} contains a—c, but R(a,c) =
0< A
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3.3 Block-based anti-unification for proxim-
ity relations

In this section we present the development of an algorithm for anti-unification
with the same restriction as that considered by [33] for the proximity relation,
which is allowed to be partitioned block-wise.

Block-based anti-unification turns out to be more involved that its unifi-
cation counterpart. Unlike unification, we do not have a single result here,
as this example shows:

Example 3.3.1. If (a,b) and (a,c) both belong to R, but (b, ¢) does not,
then f(a,a) and f(b,b) are (R, A)-close to each other, but f(a,a) and f(b,c)
are not. The latter pair has two (R, \)-lggs: f(a,z) and f(z,a). They origi-
nate from two maximal clique partitions of the graph corresponding to R:
the first partition being {{a, b}, {c}}, and the second one {{a,c}, {b}}.

The example shows that to compute the minimal complete set of (R, \)-
generalizations of two terms, we need to be able to compute all maximal
clique partitions of R. The next two sections are dedicated to these prob-
lems: block-based approach to anti-unification with proximity relations and
all maximal clique partitions of a graph, where we present our algorithms for
solving them.

In the remaining of this chapter, we assume that the cut value \ is fixed
and instead of R, we work with the A\-cut R,. That means that, essentially,
we work with crisp tolerance relations. It simplifies the exposition, since the
algorithms become less verbose. Adding the proximity degrees to them is
not difficult and at the end we indicate how it can be done.

3.3.1 The anti-unification algorithm

Our anti-unification algorithm works on tuples A;C;S;R; G, called confi-
gurations. Here A, C', and S are sets of anti-unification triples (AUTSs), R is
a crisp version of a proximity relation, and G is a term. The rules transform
configurations into configurations. Intuitively, the problem set A contains
AUTs that have not been solved yet, the set C' contains AUTSs of the form
x :a = b, where a and b are constants such that (a,b) € R and the AUTs
are not solved yet. The store S contains the already solved AUTSs, R is the
proximity relation which gets more and more refined during computation by
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identifying symbols that belong to the same clique in some partition of R,
and G is the generalization which becomes more and more specific as the
algorithm progresses by applying the following rules:

Dec: Decomposition
{w: filst, - oysp) = gty oty ), oy

Tt fu(STs-osh,) = gnl(tT, - 0,1 C5 S5 Ry G =
{y] : s} %t{,...,'yij X %tij | 1 <j<m}; C
{z; fj(s{,...,sij) = gj(t]l,...,tfgj) lm+1<j<n}us; R; GY,

where

(a) k; >0and (f;,g;)) e R forall 1 <i<n;

(b) there exist a maximal vertex-clique partition P of the subrelation Q =
{(f1,91),---, (fnsgn)} R and the index 1 < m < n such that for each
(fj»g5), 1 < j < m, there is a clique Cl € P with f;, g; € Cl, and for
no (f;,9;), m+1 < j < n there is such a clique;

(¢) R’ is obtained from R by replacing the subrelation Q by its partition
P;

(d) 9 ={x;— filyl,...,yl )| 1 <j<m}

J

Sol: Solve

{x: f(s1,...,88) =g(ts,...,tx)}wA; C; 9, R; G =
A; Ci{x: f(s1, .. y8k) = g(ty,.. ., tr)} U S; Ry G,

if (f,9)¢R.

Post: Postpone
{r:a=blwA, C;S; R, G= A; {x:a2bluC;S; R; G,
if (a,b) € R.

Gen-Con: Generalize Constants

Ti{ryray = by, ... xp i a, =by}; S R, G=
&, i {xja; 20 |m+1<j<n}usS; R GY,

where

(a) (ai,b;) € R for all 1 <i < n;
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(b) there exist a maximal vertex-clique partition P of the subrelation Q =
{(a1,b1),...,(an,b,)} < R and the index 1 < m < n such that for each
(a;,b;), 1 < j < m there is a clique Cl € P with a;,b; € Cl, and for no
(a;,b;), m+ 1 < j < n there is such a clique;

(¢) R’ is obtained from R by replacing Q by its partition P;

(d) ¥ ={z;—>a;|1<i<m}.

To anti-unify two terms s and t with respect to the proximity relation
R, we create the initial tuple {x : s = t}; J; &J;R;z and apply the rules
in all ways as long as possible. In the search space, branching is caused by
all possible maximal clique partitions in Dec and Gen-Con. Generalizations
in successful branches form the computed result. We call this algorithm
Upiock-tin- The subscript lin indicates that it computes linear generalizations
(i.e., those in which each generalization variable appears at most once).

Theorem 3.3.1. Ay ociin terminates and computes a minimal complete set
of linear generalizations.

Proof. We prove separately termination, soundness, completeness and mini-
mality.

Termination. By analyzing the rules we notice that Sol and Post each
eliminate an AUT from A, thus decreasing its size. Dec also strictly reduces
the number of symbols, and consequently the size of A. Although it branches,
the process is finite since the maximum number of possible branches equals
the number of maximal vertex-clique partitions of a subgraph of R, which
is finite. The finitely many applications of these rules lead to A becoming
empty.

When the problem set A is empty, Gen-Con is the only rule that can be
applied. It strictly decreases the size of C'. Its application will cause a branch-
ing, which similarly to what happens in the Dec rule, is finite. Eventually C'
becomes empty and afterwards no rule application is possible anymore.

Soundness. The algorithm starts with x as G, which is the most general
generalization. Sol and Post do not change GG. Dec and Gen-Con refine G,
by replacing generalization variables with representatives of the cliques from
a clique partition for the heads of the AUTSs from A and C, respectively. The
generalization variables are replaced only when the heads of the correspond-
ing AUTSs belong to the same clique, thus being proximal, and therefore, the
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obtained G is again a common generalization of the given terms. Simulta-
neously, R is adjusted by removing the connections of the involved symbols
to all symbols that do not belong to the same clique. In this way the block
restriction is kept for future application of the two rules.

Completeness. In computed answers, no generalization variable appears
more than once, because there is no rule that would merge them. Hence,
computed generalizations are linear. They are also lggs among linear gen-
eralizations, because (a) the algorithm decomposes the terms as much as
possible, and (b) it maximizes the number of nonvariable subterms appear-
ing in generalizations, which is done with the help of clique partitions of
subrelations (not of the entire relation!) at each decomposition and constant
generalization steps. All linear lggs are computed, because branching at Dec
and Gen-Con rules explores all maximal clique partitions.

Minimality. Dec and Gen-Con generate branches, leading thus to alterna-
tive generalizations. If they are applied, generalizations computed on dif-
ferent branches belong to different cliques partitions, and therefore none of
them can be more general than the other. O]

Example 3.3.2. For terms f(g1(g2(a)), g92(a),a) and f(g2(gs(b)), gs(c),b)
and the relation R given in the form of a maximal clique set (not a partition)

{1}, {91,92}, {92, 93}, {a, b}, {b, c}}, the algorithm Appepiin returns two R-

lggs: f(91(21),92,a) and f(y1, g(y2), @) and misses the nonlinear one f(g1(y2),
Y2, y3). We illustrate now how the algorithm works:

{z: f(91(g2(a)), g2(a), a) = f(g2(gs(b)), gs(c), b)}; T &5 Ry & = pec
{y1: g1(g2(a)) = g2(g3(D)), ¥ : g2(a) = gs(c), y3 : a = b};

5 &5 Ry f(y1, 92, Y3) =Post
{v1: 91(g2(a)) = g2(g3(D)), vz : ga(a) = gz(c)}; {ys : a = b};

;5 R; f(yl,ymys)-

At this stage, the subrelation {(g1, g2), (92, g3)} of R can be partitioned in two
ways, which gives two new relations Ry = {{f}, {91, 92}, {93}, {a, b}, {b, c}}
and Ro = {{f}, {91}, {92, 93}, {a,b}, {b,c}}. Therefore, we can use the Dec
rule and proceed in two different ways:

Alternative 1. Proceeding by R;.

{y1: g1(g2(a)) = g2(g3(D)), y2 : g2(a) = gs(c)}; {ys : a = b};
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5 R f(y1, 92, Y3) =>Dec
{211 g2(a) = g3(D)}; {ys:a = 0b}; {y2: g2(a) = gs3(c)};
Ri; f(91(21), Y2, Y3) =50l
5 {ys ra = by {ya2 2 ga2(a) = gs(c), 21 : gala) = g3(b)};
Ri; f(91(21), Y2, Y3) =Gen-Con
& & {y2: g2(a) = g3(c), 21 1 g2(a) = g3(b)}; Run; f(91(21), y2,a).

where Ri1 = {{f}, {91, 92}, {93}, {a, b}, {c}}. Note that if we required in the
condition of the Gen-Con rule to partition the relation itself (instead of its
subrelation), we would get also Ri2 = {{f}, {91, 92}, {93}, {a}, {b, c}}, which
would lead to another successful branch

i {ys 1 a = b} {y2: gala) = g3(c), 21 : g2(a) = g3(b)};
Ri; f(91(21), 42, Y3) = Gen-Con

s D5 {y2 + ga(a) = gs(c), 21 = ga(a) = gs(b), ys : a = b};
Raz; f(91(21), Y2, y3)-

However, the computed generalization is not an lgg, since it is more general
than the previous one.

Alternative 2. Proceeding by Rs.

N

{y1:91(92(a)) = 92(g3(b)), 2 : g2(a) = gs(c)}; {ys : a = b};
5 R f(Y1, Y2, Y3) =Dec
{z2:a=c}; {ys:a =0} {y1: g1(g2(a)) = g2(g3(b))};
Ra: f(y1, 92(22),y3) =50l
G5 {ys a = b {y1: 91(g2(a)) = 92(g3(b)), 22 : @ = ¢}
Ra; f(y1,92(22),Y3) =Gen-Con
& i {1 1 g1(g2(a)) = ga(g3 (b)), 22 1 a = c}; Rar; f(y1, ga(22), a),

where Ro1 = {{f}, {91}, {92, 93}, {a,b},{c}}. Again, if we were allowed to
partition the whole R in Gen-Con, we would get another partition Roy =
{1}, {91}, {92, g3}, {a}, {b, c}}, which would give the following successful branch:

& {ys 1 a = b} {y1: g1(g2(a)) = g2(g3(D)), 22 : @ = c};
RZ; f(yla g(yz)a y3) =—>Gen-Con
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D5 5 Ayr : 91(g2(a)) = g2(g3(b)), 22 : a = c,y3 : a = b};
Raoi f(y1,9(22),v3).

However, the solution obtained in this branch is more general than the pre-
vious one.

As the next step, we extend the algorithm to add a rule for merging
variables. It uses a partial function refine({s; ~ t,...,s, ~ t,}, R), which
is supposed to refine the given relation R into a new relation R’ so that
s; ~rr t;, 1 <1 < n, if such a refinement of R exists. The function refine is
defined as follows:

refine(J, R) = R.

refine({t ~ t} w E,R) = refine(E,R).

refine({f(s1,...,8n) = g(t1,...,tn)} w E,R) =
refine({sy = t1,...,8, ~ t,} U E,R'),

if (f,g) e Rand R' = R\(S1uUSs), where S; = {(f,h) | (9,h) ¢ R} u{(h, f) |
(9.h) ¢ R} and Sy = {(g,h) | (f,h) ¢ R} v {(h,g) | (f,h) ¢ R}. Otherwise,
refine is not defined.

Mer: Merge
A; Ci{r sy 2ty so =t} wS; R; G=
A; Ci {z sy =t} u S, R Gly — x},
where R’ = refine({s; ~ sq9,t; ~ t2}, R).
The obtained algorithm is denoted by Aok -
Mer is an alternative to the rules from 2Ay;ock-1n, meaning that it would

introduce additional branching, and 20y, might also recompute the same
solution on different branches.

Example 3.3.3. Let R = {{f}, {91, g2} {h}. {a,b}}, s = f(a,91(a),g2(a)),
and t = f(b,h(a),h(a)). Then we have two branches that compute the same

result. The initial part of them can look, e.g., like this:

{l‘ : f(a7gl(a)792<a)) = f(b7 h(a)ah(a’))}a @; @; R; T =Dec
{y1:a 2 by2: g1(a) = h(a),ys : g2(a) = h(a)}; & s
R fy1, y2, y3) =
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{yi:a =0} & {y2:g1(a) = h(a),ys : g2(a) = h(a)};
R; f(y1,y27yz) = Post
B {y1ra=0by; {y2:g1(a) = h(a),ys : ga(a) = h(a)}; R; f(y1, y2,¥3)-

From this moment on, either we first do Gen-Con and then Mer, or first
Mer and then Gen-Con. In both cases we compute the same generalization

fla,y2,12).

However, we cannot postpone Mer till the end, after A and C' get empty
(as it is usually done in anti-unification algorithms), because in this case we
will miss solutions, as the example below shows.

Example 3.3.4. Let R = {{f}, {h1}, {ha}, {a}, {90, 91}, {90, 92}}, s = f(g0(a),

hi(go(@)), hi(go(a))), and t = f(g1(a), ha(g2(a)), ha(go(a))). The first steps
of Apier could be as it follows:

{z 1 f(goa), hi(go(a)), hi(go(a))) = f(g1(a), ha(gz(a)), ha(go(a)))};
&5 i Ry & =Dpec

{v1: g90(a) = gi1(a),y2 : hi(go(a )) = ha(ga(a)), ys : hi(go(a)) = ha(go(a))};
J; I R; f(yl7y2,y3) —2

{y1: 90(a) = gi(a)}; &
{y2 : ha(go(a)) = h ( 2(a)), ys = halgo(a)) = ha(go(a))}; R; f(y1,Y2,9s)

From here 20y, branches and computes two solutions: f(go(a),y2, ys3)
and f(y1,y2,y2). The first one is obtained by applying Dec before Mer, and
the second one in the other way around. However, if Mer is applied only at
the very end, then the second solution is not computed.

Merging variables can significantly increase the size of the computed set
of generalizations:

Example 3.3.5. Let the arity of f be n+1, R = {{f}, {h1}, {h2},{a}, {90, 01},
© {907 gn}} and

s = f(g0(a); (go(a)), .., hi(go(a)); hi(go(a))),
t = f(g91(a), ha(ga(a)), .., ha(gn(a)), ha(go(a))).

A piock-in computes only one generalization: f(go(a), Yo, - - -, Yn, Yns1). With
Apiock, we have, in addition, n — 1 other generalizations: f(y1,v2, ..., Yn, Y2),

"7f(y17y27"'7ynayn)'
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Theorem 3.3.2. Ao computes a minimal complete set of generalizations.

Proof. The properties of the Ay,criin have already been proven in Theorem
3.3.1. Here we focus on the Mer rule.

Termination. Since the store S is finite, and Mer reduces its size, it is
obvious that 2., terminates.

Soundness. The function refine is defined only for pairs of terms that are
proximal to each other. When applied in Mer, the symbols at the same po-
sitions of the proximal terms are choosing the same clique, and all their con-
nections to symbols that would break the clique are removed. Consequently,
the refined relation considered in the next Mer applications will correctly stay
inside the block restriction. From the proximity of the considered candidates
and the compliance to the above restriction it follows that Mer is sound, and
thus, also Aper is sound.

Completeness. Mer considers all possible combinations between AUTSs
from the store, and therefore it cannot lose non-linear solutions.

Minimality. Mer generates branches, leading thus to alternative general-
izations. Even though Mer does not explicitly compute a maximal cliques
partition, the refine function, through the removal of some edges has the same
effect. Therefore, generalizations computed on different branches belong to
different partitions, and one cannot be more general than the other. O

When dealing with proximity relations, the computation of the approx-
imation degrees is an important matter. Even though the above algorithm
does not consider them, once a generalization is computed, it is a straight-
forward task to compute the approximation degrees of this generalization
with respect to the original terms. One starts by substituting the variables
in the computed generalization with the corresponding side of the variables
AUTSs from the store S. Note that all the symbols appearing in the gener-
alization term on which substitution was applied are cliques representatives
and belong to the same cliques as the symbols at the same positions in the
original terms. One needs to take each symbol from the original term and
choose the closest symbol (with its proximity degree) from the correspond-
ing clique. The minimum of all the proximity degrees will be the computed
approximation degree for the original term.
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3.3.2 Computing all maximal clique partitions

The anti-unification algorithm in the previous section relies on the compu-
tation of all maximal clique partitions in an undirected graph. A graph may
have several maximal clique partitions. In the literature, a problem that
was studied intensively is to compute a maximal clique partition with the
smallest number of cliques. Tseng’s algorithm [75], introduced to solve this
problem, was motivated by its application in the design of processors. Later,
Bhasker and Samad [12] proposed two other algorithms. They also derived
the upper bound on the number of cliques in a partition and showed that
there exists a partition containing a maximal clique of the graph.

A problem closely related to clique partition is the vertex coloring prob-
lem [31], which requires to color the vertices of a graph in such a way that two
adjacent vertices have different colors. In fact, a clique-partitioning problem
of a graph is equivalent to the coloring problem of its complement graph.
Both problems are NP-complete [38].

The problem of computing all maximal cliques is also well-studied, see,
e.g. [13, 74, 73, 14]. However, the problem we encountered in the previous
section, computing all maximal clique partitions, was not studied before, to
the best of our knowledge. This is what we address in this section.

For a graph G, we denote by all-maz-cliques(G) the set of all its maxi-
mal cliques. We start with computing this set (e.g., by Bron-Kerbosch algo-
rithm [13]) and give each of its elements a name. For the graph in Fig. 3.1,
there are four of them: C; = {1,2,3},Cy = {2,3,4},C5 = {4,5,6},Cy =
{5,6,7}. These cliques will get revised during computation by removing ele-
ments from them. At the end, we report those which are not empty.

After computing the initial cliques, we collect all shared vertices and
indicate among which cliques they are shared. In the graph in Fig. 3.1, the
shared vertices are 2, 3, 4, 5, and 6. We have 2 € C; n Cy, 3 € C; n (s,
4eCynC5,5eC3nCy,and 6 € C3 N Cy.

Our goal is to compute each solution exactly once. At the end, it can
happen that some cliques consist of shared vertices only. Such cliques can
have any of the names of the original cliques they stem from. For instance,
the node 4 alone can form a clique either as Cs or Cj, giving two identical
partitions which differ only by the clique names:

Cl = {17273}7 C2 = {4}7 C3 = @7 04 = {57677}7
Cy ={1,2,3}, Co=¢, C3={4}, C,=1{56,7}.
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The original graph

P = {{1,3},{2,4},{5,6,7}} Pr = {{1},{2,3,4},{5,6,7}}

Figure 3.1: All maximal clique partitions of a graph.

We want to avoid such duplicates. Therefore, for such alternatives we
choose one single clique to which a shared vertex can belong in this con-
figuration, and forbid the others. For the example graph in Fig. 3.1, we can
allow the vertices 2 and/or 3 to form a clique as Cs, the vertex 4 to form a
clique as Cs, and the vertices 5 and/or 6 to form a clique as Cy. (Note that
allowing does not necessarily mean that we will get result cliques of that form.
For instance, in Cy we will have 7 as well.) Thus, the candidates for forbidden
configurations are Cy # {2},Cy # {3},C # {2,3},Cy # {4}, C5 # {5},C5 #
{6},C5 # {5,6}. This can be further simplified by observing that C} contains
a non-shared vertex 1 and, hence, cannot consist of shared vertices only.
Therefore, we can omit the first three candidate disequations and obtain the
forbidden configuration Cy # {4}, C3 # {5}, C3 # {6}, C5 # {5, 6}.

Starting from the initial set of cliques, our algorithm All-Maximal-Clique-
Partitions performs the following steps:

1. Compute the set of shared vertices and the forbidden configurations.
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2. If the set of shared vertices is empty, return the current set of cliques
and stop.

3. Select a shared vertex and nondeterministically assign it to one of the
cliques it belongs to. Remove the vertex from the other cliques and
from the set of shared vertices.

4. For each pair of cliques C;, C;, where C; < C}, make C; empty and ad-
just the set of shared elements. In addition, if C; was the chosen clique
for the shared elements, remove those elements from the forbidden list

Of Cj.

5. If the union of two nonempty cliques is a subset of an original clique, or
if a forbidden configuration arises, stop the development of this branch
with failure. Otherwise go to step 2.

Checking for the subset relations is needed to avoid computing cliques
which are not maximal. For instance, the partition C} = {1,2}, Cy = {3},
Cs = {4}, Cy = {5,6, 7} should be rejected because {1,2} U {3} is a subset of
the original C} clique. Step 5 helps to detect such situations early.

The partitions shown in Fig. 3.1 correspond to the following final values
of cliques, computed by the All-Maximal-Clique-Partitions algorithm:

P C={1,23}, Cy=¢, C3 ={4,5,6}, C,={7}

Py Cy={1,23}, Co=¢, Cs = {4, 5}, Cy = {6,7}
Py Cp={1,2,3}, Cy=, Cy={4,6}, Cy={5T}
Py: Cy={1,23}, Co=¢, Cs = {4}, Cy = {5,6,7}
P Cp={1,2}, Cy = {3,4}, Cs =, Cy={5,6,7}
Ps: Cy={1,3}, Cy = {2,4}, Cs =, Cy =1{5,6,7}
P, Oy = {1}, Cy =1{2,3,4}, C3 =, Cy = {5,6,7}.

Before proving the properties of the algorithm, we illustrate it with some
examples.

Example 3.3.6. Let G be the graph shown in Fig. 3.1. We start with the
set of all maximal cliques in it: Cy := {1,2,3}, Cy := {2,3,4}, C5 := {4,5, 6},
Cy = {5,6,7}. The set of all shared vertices, represented as elements of
intersections, is shared := {2 € C1nCy, 3€ C1nCy, 4 € CynC3,5€ C3n Cy,
6 € C3 n Cy}, and the set of all forbidden configurations is fc := {Cy #
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{4},C5 # {5},C3 # {6},C3 # {5,6}}. The steps of the algorithm below are
shown as the nodes in the complete search tree, and they are enumerated as
the positions of those nodes in the search tree.

1.

1.1

1.1.1

1.111

1.1.1.2

1.1.2

1.1.21

1.1.2.2

1.2

1.2.1

Step 3: 2€ Cy, Cy:= {3,4}, shared := shared\{2 € C} n Cs}.
Step 4 and Step 5 do not apply. Go to Step 2. It does not apply.
Step 3: 3 € Cy, Cy:= {4}, shared := shared\{3 € C; n Cs}.

Step 4: Cy < C3, Cy := &, shared := shared\{4 € Cy n Cs}.
Step 5 does not apply. Go to Step 2. It does not apply.

Step 3: 5e€ Cs, Cy:={6,7}, shared := shared\{5 € C5 n C4}.
Step 4 and Step 5 do not apply. Go to Step 2. It does not apply.
Step 3: 6 € C5, Cy := {7}, shared := shared\{6 € C5 n Cy4}.

Step 4 and Step 5 do not apply. Go to Step 2.

Step 2: shared = &,

Return C) = {1,2,3}, Cy = &, C5 = {4,5,6}, Cy = {7}.
Step 3: 6 € Cy, Cs:={4,5}, shared := shared\{6 € C5 N C4}.
Step 4 and Step 5 do not apply. Go to Step 2.

Step 2: shared = 7,

Return C) = {1,2,3}, Cy = &, C5 = {4,5}, Cy = {6, 7}.
Step 3: 5 e Cy, C5:={4,6}, shared := shared\{5 € C3 n C4}.
Step 4 and Step 5 do not apply. Go to Step 2. It does not apply.
Step 3: 6 € (5, Cy:={5,7}, shared := shared\{6 € C3 n Cy}.
Step 4 and Step 5 do not apply. Go to Step 2.

Step 2: shared = &,

Return C; = {1,2,3}, Cy = &, C3 = {4,6}, Cy = {5, 7}.
Step 3: 6 € Cy, Cs:= {4}, shared := shared\{6 € C5 n Cy4}.

Step 4 and Step 5 do not apply. Go to Step 2.
Step 2: shared = &,

Return C) = {1,2,3}, Cy = &, C5 = {4}, Cy = {5,6,7}.
Step 3: 3 € Cy, Cy :={1,2}, shared := shared\{3 € C; n Cs}.
Step 4 and Step 5 do not apply. Go to Step 2. It does not apply.
Step 3: 4 € Cy, Cs:={5,6}, shared := shared\{4 € Cy n C3}.
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1.2.2

21

211

212

2.2

221

Step 4: C3 < Cy, C3:= I,

shared := shared\{5 € C3 U Cy, 6 € C5 U Cy}

Step 5 does not apply. Go to Step 2.
Step 2: shared =

Return C; = {1,2}, Cy = {3,4}, C3 = &, Cy, = {5,6,7}.
Step 3: 4 € C5, Cy:= {3}, shared := shared\{4 € Cy n Cs}.
Step 4 does not apply.

Step 5: C7 u Cy = {1,2,3} which is one of the original cliques.

Fail.

Step 3: 2 € Oy, Cy :={1,3}, shared := shared\{2 € Cy n Cs}.
Step 4 and Step 5 do not apply. Go to Step 2. It does not apply.
Step 3: 3 € Cy, Cy:={2,4}, shared := shared\{3 € C} n Cy}.
Step 4 and Step 5 do not apply. Go to Step 2. It does not apply.
Step 3: 4 € Cy, C5:= {5,6}, shared := shared\{4 € Cy n Cs}.
Step 4: C3 < Cy, C3:= I,

shared := shared\{5 € C3 U Cy, 6 € C5 U Cy}

Step 5 does not apply. Go to Step 2.
Step 2: shared = 7,

Return C; = {1,3}, Cy = {2,4}, C5 = &, Cy, = {5,6,7}.
Step 3: 4 € C5, Cy := {2}, shared := shared\{4 € Cy N Cs}.
Step 4 does not apply.

Step 5: C7 u Cy = {1,2,3} which is one of the original cliques.

Fail.
Step 3: 3 € Oy, C) := {1}, shared := shared\{3 € C; n Cs}.
Step 4 and Step 5 do not apply. Go to Step 2. It does not apply.
Step 3: 4 € Cy, C3:={5,6}, shared := shared\{4 € Cy n C3}.
Step 4: C3 < Cy, C3:= I,

shared := shared\{5 € C3 U Cy,6 € C3 U C4}
Step 5 does not apply. Go to Step 2.
Step 2: shared = &,

Return C) = {1}, Cy, = {2,3,4}, C3 = &, Cy = {5,6,7}.
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2.2.2 Step 3: 4e€ 5, Cy :={2,3}, shared := shared\{4 € Cy n C3}.
Step 4 does not apply.
Step 5: C7 u Cy = {1,2,3} which is one of the original cliques.
Fail.

The returned partitions are exactly those shown in Fig. 3.1.

Example 3.3.7. Let G be the graph given by its all maximal cliques: C :=
{1,2}, Cy :={1,3}, C5:= {3,4}, Cy := {2,5}. The set of all shared vertices,
represented as elements of intersections, is shared := {1 € C1nCy, 2 € C1nCy,
3 € Cy n (5}, and the set of all forbidden configurations is fc := {C; #
{1},Cy # {2}, Cy # {3}}. The steps of the algorithm below are shown as the
nodes in the complete search tree, and they are enumerated as the positions
of those nodes in the search tree.

1. Step 3: 1€y, Cy:= {3}, shared := shared\{1 € C; n Cs}.
Step 4: Cy < C3, Cy := F, shared := shared\{3 € Cy n Cs}.
Step 5 does not apply. Go to Step 2. It does not apply.
1.1 Step 3: 2e€ Cy, Cy:= {5}, shared := shared\{2 € Cy n Cy}.
Step 4 and Step 5 do not apply. Go to Step 2.
Step 2: shared = &,
Return C) = {1,2}, Cy = &, C3 = {3,4}, Cy = {5}.
1.2 Step 3: 2€ Cy, C := {1}, shared := shared\{2 € C; n C4}.
Step 4 do not apply.
Step 5: (4 is forbidden by fe.
Fail.
2. Step 3: 1€y, C):= {2}, shared := shared\{1 € C} n Cs}.
Step 4: Cy € Cy, Cy:= &, shared = shared\{2 € C; n Cy}.
Step 5 does not apply. Go to Step 2. It does not apply.
2.1 Step 3: 3€Cy, C3:= {4}, shared := shared\{3 € Cy n C3}.
Step 4 and Step 5 do not apply. Go to Step 2.
Step 2: shared = &,
Return C) = &, Cy = {1,3}, C5 = {4}, Cy = {2,5}.
2.2 Step 3: 3€ (s, Cy:= {1}, shared := shared\{3 € Cy n C3}.
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Step 4 and Step 5 do not apply. Go to Step 2.
Step 2: shared = &,
Return Cl = @, CQ = {1}, Cg = {3,4}, C4 = {2,5}

Hence, the algorithm computes three maximal clique partitions. One can see
how the forbidden configuration prevented to compute the partition C; =
{1}, Cy = O, C3 = {3,4}, Cy = {2,5} in the node 1.2, which would be a
duplicate of the partition computed in the node 2.2.

Looking at the algorithm, one can easily notice that if we did not have the
steps 4 and 5, we would still compute all maximal clique partitions (since at
Step 3 we assign shared vertices to one of the cliques they belong to). How-
ever, in addition, subpartitions of these partitions might also be generated.
It might also happen that the same maximal partition is computed more
than once. Therefore, we need to show that in steps 4 and 5 we eliminate
exactly those subpartitions and duplicates.

Strictly speaking, one can omit Step 4 completely. In the subsequent
splitting of shared vertices between C; and Cj, if a shared vertex goes from
C; to C; (or if forbidden configuration involving C; arises), Step 5 will block
the development of the branch, effectively imitating the behavior of Step 4,
but doing it in several steps. Step 4 is there to reduce this extra work.

Theorem 3.3.3. FEach set of cliques computed by the All-Maximal-Clique-
Partitions for the given graph is a maximal clique partition for the graph.

Proof. Let S = {C4,...,C,} be a set of cliques of the given graph G the
algorithm returns.

First, show that S is a clique partition of G. The algorithm works by
removing vertices from a precomputed set of all maximal cliques of G. Hence,
every element of each C} is a vertex of G. During computation, no vertex
gets lost: For Step 4 it is obvious, and for Step 5 it follows from the fact
that if two cliques are included in a bigger original clique, then that bigger
clique will appear on a neighboring branch and its elements will not get lost.
For forbidden configurations it is also easy to see, because those vertices
that are forbidden in one clique, are allowed in another. At the end of
the computation, they either remain where they are allowed for a clique, or
appear in the forbidden ones together with some other vertices. In any case,
they are not lost.
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Hence, no vertex of GG is missing from S. Since the algorithm stops when
there are no shared vertices, we get that C; n C; = & for all 1 < 7,5 < n,
i # j and, hence S is a clique partition of G.

Now we need to show that the partition is maximal. Assume by contra-
diction that it is not. Then there are Cj, C; € S such that C; u C; would be
also a clique in G. But then C; U C} is a subset of an maximal clique in the
original clique set where the algorithm starts from. Therefore, Step 5 would
block the development of the branch of the algorithm and S would not be
computed. A contradiction. O

Theorem 3.3.4. All-Maximal-Clique-Partitions computes each mazimal clique
partition exactly once.

Proof. Since shared vertices are distributed to the cliques they belong (Step
3), the duplication may arise when the same set of shared vertices is collected
in a clique with one name in one branch, and in a clique with a different name
in another branch. However, the forbidden configurations prevent such cases.
They declare which clique (identified by its name) may consist of which
shared vertices only. Such clique names are uniquely determined. The same
set of shared vertices cannot form a clique with different names in different
partitions. Therefore, the second part of Step 5 prevents to compute the
same partition more than once. O

Theorem 3.3.5. All-Maximal-Clique-Partitions computes all (and only) maz-
imal clique partitions.

Proof. We need to prove that the steps 4 and 5 do not eliminate any maximal
clique partitions.

Step 4 prevents to generate clique sets containing cliques of the form
Ci\V and C;\(C;\V) for V < C;, where C; < C;. Such a clique set Sy will be
subsumed by a clique set S; obtained by taking V' = C;. Therefore, for each
partition P, originating from Sj there will be a partition P originating from
S1 such that By & P;. Hence, removing the execution branch which cuts Sy
will not eliminate any maximal clique partition of the given graph.

The first part of Step 5 prevents to generate clique sets containing non-
empty cliques C; and C}; such that C;uC; < C, where C' is one of the original
maximal cliques. Such a clique set Sy will be subsumed by a clique set S;
which retains C'. Hence, no maximal clique partition is lost by eliminating
So and proceeding to compute partitions from Sy.
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Forbidden configurations simply prevent the same partitions from reap-
pearing under different names. Also here, there is no danger of losing a
maximal partition. O

Given a graph G, the clique-multiplicity number of a vertex v of G is the
number of cliques in the set of all maximal cliques of G to which v belongs:

clique-mult(v, G) = |{C | C € all-maz-cliques(G) and v € C}|.

Theorem 3.3.6. Let G be a graph with the set of vertices {vy,...,v,}. Then
the cardinality of the set of all mazimal clique partitions of G is at most
11, cligue-mult(v;, G).

Proof. The result directly follows from the fact that shared vertices are dis-
tributed in their containing cliques in all possible ways. ]

It is easy to see that this upper bound can be reached. Just consider
the graph with two maximal cliques: Cy} = {p1,...,pn, true} and Cy =
{p1,...,pn, false}. The set of all maximal clique partitions imitates the truth
assignment in propositional logic, containing 2" maximal clique partitions.

This theorem implies that the algorithm is exponential in the number of
vertices shared among multiple cliques. On the other hand, the length of each
branch of the algorithm is polynomially bounded, since it requires at most
as many steps as there are vertices shared among multiple cliques. Besides,
the branches can be executed independently, in parallel of each other.

Example 3.3.8. Here we show some results an experimental Mathematica
implementation of our algorithm produces. The given graph is in gray, while
each maximal clique partition is shown in a separate graph in red:

1. Graph with 5 vertices, 8 edges, and 4 maximal clique partitions:

a c

=

2. Graph with 16 vertices, 30 edges, and 12 maximal clique partitions:
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b3

3.4 Conclusion

Block-based approach to proximity relations has some interesting applica-
tions, where the proximal elements need to ‘choose side’. This corresponds
to maximal clique partition in the graph representation of the proximity re-
lation. We presented in this chapter an algorithm for anti-unification in such
a setting. Each solution computed by our algorithm corresponds to a dif-
ferent maximal clique partitions. It required an algorithm to compute all
maximal vertex-clique partitions in an undirected graph. We designed such
an algorithm and used it in the anti-unification algorithm. It starts from a
set of all maximal cliques and refines it, reducing the number of shared ver-
tices by assigning them to one of the cliques they belong to. In this process,
we avoid computing and discarding false answers by detecting the failing
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branches early, and compute each partition only once. The set of computed
partitions can be exponentially large with respect to the number of vertices
shared among multiple cliques. Each partition can be computed in polyno-
mial time (starting from all maximal cliques). The algorithm can be also used
to compute a limited number of maximal partitions. Guiding by heuristics
for choosing shared nodes, one can give the priority to one kind of partitions
over the others, computing the preferred ones earlier. It plays an important
role in anti-unification, guaranteeing to generate different incomparable gen-
eralizations. It may have other interesting applications as well, for instance,
in the resource allocation problem, when one looks for alternative ways to
allocate resources.

We proved termination, soundness and completeness of both algorithms.
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CHAPTER 4

Class-Based Symbolic
Techniques for Proximity
Relations

The previous chapter described algorithms that consider proximity relations
from the block-based perspective. In that setting, a symbol cannot be close
to two symbols at the same time, when those symbols are not close to each
other. One of the two symbols should be chosen as the proximal candidate to
the initial one. For the unification and matching algorithms this means that
p(z, ) cannot be unified, respectively matched with p(a,c) when a and ¢ are
not close to each other, even if there exists a b which is close both to a and
c. In this chapter we relax this constraint, which leads to the so-called class-
based approach to unification, matching and anti-unification for proximity
relations.

4.1 Notions and terminology

Extended terms and substitutions. In this chapter we need to extend
the notion of term to include, beside variables and function symbols, finite
sets of function symbols, whose elements have the same arity. They will be
denoted by lower case bold face letters: f, g, h. If we want to talk about
finite sets of constants, we use the letters a, b, and c.
Ezxtended terms or, shortly, X-terms over F and V are defined by the
grammar
ti=x|f(ty,...,t,), n=0,

where f # (J contains finitely many function symbols of arity n. Hence,
X-terms differ from the standard ones by permitting finite non-empty sets
of n-ary function symbols in place of n-ary function symbols. Variables are
used in X-terms in the same way as in standard terms. We denote the set

57
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of X-terms over F and V by Te(F, V), and use also bold face letters for its
elements. Analogously to denoting by V() the set of variables for a term ¢,
we will denote by V(t) the set of variables for an X-term t.

The standard notions related to terms defined in Chapter 2, extend to
X-terms. For completeness, we list them here.

An X-term is called linear if every variable occurs in it at most once. The
head of an X-term is defined as

head(z) := x,
head(f(tq,...,t,)) :=f.

The notions of positions and subterm extend straightforwardly to X-
terms. For instance, for an X-term t = {f}({g, h}(z,{a, b, c}), {b,c,d}), the
set of positions is {e,1,1.1,1.2,2} and we have the X-subterms of t at those
positions t|. = t, t|y = {g,h}(z,{a,b,c}), t|11 = =, tlh2 = {a,b,c}, and
tly = {b, ¢, d}.

The set of terms represented by an X-term t, denoted by terms(t), is
defined as

terms(z) := {z},
terms(f(ty,...,t,)) :={f(t1,...,tn) | f €L, t; € terms(t;), 1 <i < n}.

For a term ¢, a proximity relation R, and a cut value A\, we can represent
compactly the (R, \)-proximity class of ¢ as an X-term xpc(t, R, ), defined
as follows:

xpc(z, R, ) := {z},
xpc(f(ty,...,tn), R, A) :==pc(f, R, A\)(xpc(t1, R, A),...,xpc(t,, R, \)).

It is easy to see that xpc(¢, R, \) is indeed a representation of the (R, \)-
proximity class of ¢, since pc(t, R, \) = terms(xpc(t, R, A)).
The example below illustrates these notions.

Example 4.1.1. Let the proximity relation R be defined as

R(g1,92) = R(ay,az) = 0.5, R(g1,h1) = R(g2, h1) = 0.6,
R(gl, hg) = R(al, b) = 07, R(gg, hg) = R((Ig, b) = 08
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Let t be the term f(g1(a1), g2(az)). Then xpc(t, R, ) for different values
of \ is:

0 <A<05: {f}({g1:92 I, ha}({ar, a2, b)), {91, 92, b, ha} ({an, as, bY)).
0.5 <A<0.6: {fH({g1, b1, ha}({ar,b}), {g2, b1, ha}({az, b})).
0.6 <A <0.7: {f}({g1.h2}({a1,}), {go. ha}({az, b})).
0.7 <A<08: {f}{g1}({a1}): {92, ha}({az, 0})).

08 <A<1: {f}{g:1}({ar}), {g2}({aa})).

We illustrate the relation to proximity classes of f(g1(a1), g2(az)) for the
case 0.7 < A < 0.8:

terms(xpc(f(g1(a1), g2(a2)), R, A)) =
terms({ f}({g1}({a1}), {g2, ha}({az2,b}))) =
{f(g1(a1), g2(az)), f(g1(a1), g2(b)), f(g1(ar), ha(az)), f(gi(ar), ha(b))} =
pe(f(g1(a1), g2(az)), R, A).

We define the intersection operation for X-terms, denoted by t r s:
e rmix=uxforall ze.

e tris=(fng)(timsy,...,t,ms,),n=0,iffng# Fand t,ms; # J
for all 1 <i < n, where t = f(tq,...,t,) and t = g(s1,...,s,).

e t ms = (¢ in all other cases.

Theorem 4.1.1. Given a proximity relation R, a cut value A\, and two terms
t and s, each r € terms(xpc(t, R, ) mxpc(s, R, \)) is (R, \)-close both to t
and to s.

Proof. Follows directly from the definition of xpc, m and terms. O

Substitutions over Te(F,)) are mappings from variables to X-terms,
where all but finitely many variables are mapped to themselves. We use the
term “X-substitution”, and denote them by bold upright Greek letters o, 9,
@, U, v, and &.

The domain of an X-substitution o is defined as dom(o) = {x | o(x) #
x}. We use the usual set notation for substitutions, writing, e.g., o as
o ={x — ox) | z € dom(o)}. X-substitution application to X-terms is
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defined recursively as xo = o(z) and f(tq,...,t,)0 = f(t;0,...,t,0). We
can treat terms as a special case of X-terms, e.g., f(a, g(b,x)) can be treated
as {f}({a},{g}({b},z)) (and similarly for X-substitutions). Taking this con-
vention into account, we can have applications such as to (substitution to
an X-term) and to (X-substitution to a term) defined.

The set of substitutions represented by an X-substitution o is the set

substs(0) := {0 | o(x) € terms(o(x)) for all z € V}.

The restriction of an X-substitution o to a set of variables Var is denoted
by o|ver :={z — z0 | x € dom(o) n Var}.

4.2 Unification

In order to address the specificities of our class-based unification algorithm,
some notions that are relevant only to this section need to be defined.

4.2.1 Additional notions

Name-neighborhood mappings. Consider N a countable set of names,
which are symbols with associated arity (like function symbols). We use the
letters N, M, K for them. It is assumed that N " F = G and N nV = .

Neighborhood is either a name, or a finite subset of F, where all elements
have the same arity. In this section we extend the notion of extended term to
also include names appearing at any functional position, thus being defined
over F, N, and V. The set of X-terms is denoted by Te(F, N, V). All other
definitions related to the X-term remain the same. Instead of the finite sets
of symbols, the new eztended term will contain neighborhoods. We will use
upper case bold face letters F and G to denote the neighborhoods. arity(F)
is defined as the arity of elements of F. The set of all neighborhoods is
denoted by Nb.

In this section, when we speak about X-terms, by default we mean X-
terms from Toi(F,N,V). When we refer to an X-term from Te.(F, V), we
either mention the set explicitly or say name-free X-term.

X-terms, in which every neighborhood set is a singleton, are called single-
ton X-terms or, shortly, SX-terms. Slightly abusing the notation, we assume
that a term (i.e., an element of T(F,V)) is a special case of an SX-term
(as an SX-term without names), identifying a function symbol f with the
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singleton neighborhood {f}. We will use this assumption in the rest of the
section.

The set of names occurring in an X-term t is denoted by N (t). Approx-
imate extended equations (X-equations) are pairs of X-terms.

A name-neighborhood mapping ® : N'— Nb\N is a finite mapping from
names to non-name neighborhoods (i.e., finite sets of function symbols of the
same arity) such that if N € dom(®) (where dom is the domain of mapping),
then arity(N) = arity(®(N)). They are also represented as finite sets, writing
® as {N+— ®(N) | N e dom(P)}.

A name-neighborhood mapping ® can apply to an X-term t, resulting
in an X-term ®(t), which is obtained by replacing each name N in t by the
neighborhood ®(N). The application of ® to a set of X-equations P, denoted
by ®(P), is a set of equations obtained from P by applying ® to both sides
of each equation in P.

Proximity relations over X-terms. We twist a bit the proximity relation
R to be defined on the set Nb UV (where neighborhoods are assumed to be
nonempty) in such a way that it satisfies the following conditions (in addition
to reflexivity and symmetry):

(a) R(F,G) = 0 if arity(F) # arity(G);

(b) R(F,G) = min{R(f,g) | f e F,ge G}, if F = {fi,..., [}, G =
{91, -, gm}, n,m >0, and arity(F) = arity(G);

(¢) R(N,F) =0,if F ¢ N,
(d) R(N,M) = 0, if N # M;
(e) R(x,y) =0,if x # y for all z,y € V.

R(F, G) is undefined, if F = &J or G = (.

We write F ~z, G if R(F,G) > A. Note that for F = {fi,..., f,.}
and G = {g1,...,9m}, F 2 G is equivalent to R(f,g) = A for all f e F
and g € G. It is easy to see that the obtained relation is again a proximity
relation. Furthermore, it can be extended to X-terms (which do not contain
the empty neighborhood):

1. R(s,t) := 0 if R(head(s), head(t)) = 0.
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2. R(s,t):=1lifs=tand s, te).

3. R(s,t) := R(F,G) A R(s1,t1) A -+ A R(Sp, t,), if s = F(sq,...,s,),
t = G(ty,....t,).

R(s,t) is not defined, if s or t contains the empty neighborhood . The
obtained relation is a proximity relation for X-terms.

Two X-terms s and t are (R, A)-close to each other, written s ~x ) t, if
R(s,t) = A\

Neighborhood equations, unification problems. We introduce the no-
tions of problems we would like to solve.

Definition 4.2.1 (Neighborhood equations). Given R and A, an (R, \)-
neighborhood equation is a pair of neighborhoods, written as F %;z v G. The
question mark indicates that it has to be solved.

A name-neighborhood mapping ® is a solution of an (R, \)-neighborhood
equation F ~% G if ®(F) ~g\ ®(G). The notation implies that R(®(F),
O(Q)) is defined, i.e., neither ®(F) nor ®(G) contains the empty neighbor-
hood.

An (R, \)-neighborhood constraint is a finite set of (R, \)-neighborhood
equations. A name-neighborhood mapping ® is a solution of an (R, \)-
neighborhood constraint C' if it is a solution of every (R, \)-neighborhood
equation in C'.

We shortly write “an (R, \)-solution to C” instead of “a solution to an
(R, A)-neighborhood constraint C”.

To each X-term t we associate a set of SX-terms SX-terms(t) defined as
follows:

SX-terms(z) := {x},
SX-terms(N(tq,...,t,)) :=

{N(s1,...,8,) | s;i € SX-terms(t;), 1 <i < n}.
SX-terms(F(ty,...,t,)) :=

{f(s1,...,8,) | f€F,s; € SX-terms(t;), 1 <i < n}, where F ¢ N.

The notation extends to substitutions as well:

SX-substs(p) := {0 | 2 € SX-terms(zp) for all z € V}.
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There is a natural correspondence between the notions of SX-terms and
terms, and between SX-substs and substs. The figure below summarizes it:

X-terms and X-substitutions | X-terms and X-substitutions
over Tou(F, V) over To(F,N,V)
terms(t) SX-terms(t)
substs(u) SX-substs(u)

Definition 4.2.2 (Approximate X-unification). Given R and X, a finite
set P of (R, \)-equations between X-terms is called an (R, \)-X-unification
problem. A mapping-substitution pair (®, ) is called an (R, \)-solution of
an (R, \)-X-equation t ~% , s, if ®(tu) =g ®(su). An (R, \)-solution of
P is a pair (®,n) which solves each equation in P.

If (P, n) is an (R, \)-solution of P, then the X-substitution ®(w) is called
an (R, \)-X-unifier of P.

SX-unification problems, SX-solutions and SX-unifiers are defined anal-
ogously. For unification between terms, we do not use any prefix, talking
about unification problems, solutions, and unifiers.

Unification between terms. Our approximate unification problems will
be formulated between terms. The notion of set of unifiers for such problems
has been already introduced in Definition 2.3.1. Extended terms will not be
a part of the problem (but the input terms will be treated as a special case of
SX-terms). We will need X-terms and X-substitutions in the formulation of
the algorithms, in proving their properties, and in representing the solutions
of term unification problems in a compact form.

4.2.2 The algorithm

We start with a high-level view of the process of solving an approximate
unification problem s :}737 ) t between terms s and ¢ (we omit R and X below):

e First, we treat the input equation as an SX-equation and apply rules of
the pre-unification algorithm. Pre-unification works on SX-equations.
It either fails (in this case the input terms are not unifiable) or results
in a set of equations V between variables (variables-only constraint V'),
a neighborhood constraint C' and a substitution pu over 7o (&, N, V)
such that dom(pn) n V(V) = &.
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e Next, we solve C' by the neighborhood constraint solving algorithm. If
the process fails, then the input terms are not unifiable. Otherwise,
we get a finite set of name-neighborhood mappings M = {®q,...,d,}.
Note that ®’s do not necessarily map names to singleton sets here.
Note also that ®;’s map all names occurring in pu to sets of function
symbols, i.e. ®;(p) is name-free for all 1 <@ < n.

e For each ®; € M and each X-unifier v of V', the pair (®;, uv) solves
the original unification problem, i.e., the X-substitution ®;(uv) is an
X-unifier of it. Moreover, if v contains no names except those occurring
in u, then ®;(pnv) is name-free.

e The obtained set {®1(u),...,P,(n)} and the variables-only constraint
V' are related to the minimal complete set mecsuga(s,t) of (R, \)-
unifiers of s and t in the following way: For each o € mesug (s, )
there exist u € substs(®;(p)) for some 1 < ¢ < n and an (R, \)-unifier
v of V such that o = pv. Note that substs(®;(p)) is defined since ®;()
is name-free.

Hence, the algorithm consists of two phases: pre-unification and con-
straint solving. They are described in separate subsections below.

4.2.3 Pre-unification rules

We start with the definition of a technical notion needed later:

Definition 4.2.3. We say that a set of SX-equations {x ~% , t}w P contains
an occurrence cycle for the variable x if t ¢ V and there exist SX-term-pairs
(zo,t0), (x1,t1),...,(xn, t,) such that xg = x, to = t, for each 0 < i < n
P contains an equation x; 2;’%)\ t; or t; 232,,\ x;, and x4 € V(t;) where
Tny1 = Xo.

Lemma 4.2.1. If a set of SX-equations P contains an occurrence cycle for
some variable, then P has no (R, \)-solution for any R and \.

Proof. The requirement that neighborhoods of different arity are not (R, \)-
close to each other guarantees that an SX-term cannot be (R, A)-close to its
proper subterm. Therefore, equations containing an occurrence cycle cannot
have an (R, \)-solution. O
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In the rules below we will use the renaming function p that works on
(SX-)terms from T (F, N, V) and gives a term from T (N, V). Applied to
a term, p gives its fresh copy, obtained by replacing each occurrence of a
symbol from F u N by a new name and each variable occurrence by a fresh
variable. For instance, if the term is f(N(a,z,z, f(a))), where f,a € F
and N € N, then p(f(N(a,z,x, f(a))) = Ni(Ny(N3, x1,xe, Ny(N5))), where
N1, Ny, N3, Ny, N5 € AV are new names and z1, zo are new variables.

Given R and A, an equational (R, \)-configuration is a triple P;C;u,
where

e P is a finite set of (R, A)-SX-equations. It is initialized with the unifi-
cation equation between the original terms;

e (' is an (R, \)-neighborhood constraint;

e u is an X-substitution over Te. (&, N, V), initialized by Id. It serves
as an accumulator, keeping the pre-unifier computed so far.

The pre-unification algorithm takes the given terms s and ¢, creates the

initial configuration {s ~ A t}; J; 1d and applies the rules given below ex-

haustively.

The rules are very similar to the syntactic unification algorithm with the
difference that here the function symbol clash does not happen unless their
arities differ, and variables are not replaced by other variables. (The notation
€zp,, in the rules below abbreviates the sequence expy, ..., exp,,.)

(Tri) Trivial:  {z 2;'737/\ z}w P; C; uw= P; C; .
(Dec) Decomposition:
(F(8,) ~pr GE)}0P;Cip = {5, ~h, ta) U P5{F ~h, G} U Csp,

where each of F and G is a name or a function symbol treated as a
singleton neighborhood.

(VE) Variable Elimination:
{z2p,thw P; O p=— {t' >\ t} U Pl — t'}; C; plo — t'},
where t ¢ V), there is no occurrence cycle for z in {x :;2’ ythw P, and
t' = p(t).

(Ori) Orient:  {t :%A z}w P; O p= {x :;27/\ t}u P Ci, ifte ).
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(Cla) Clash:  F(s;) ~%, G(tm)} w P; C; p = L, where n # m.

(Occ) Occur Check:  {x :33,/\ t}wP; O p= 1,

. . . ?
if there is an occurrence cycle for x in {z ~5 , t} w P.

Informally, in the (VE) rule, we mirror the structure of t in t’ by the
function p, replace x by t’, and then try to bring t’ close to t by solving the
equation t' ~% , t.

For proving termination of pre-unification, we will need a special complex-
ity measure in the form of directed acyclic graphs (dag) and the corresponding
well-founded relation, defined below.

Let G be an directed acyclic graph. Assume that for each vertex V' in G
there is a finite set mark(V, G) associated to it. It is called the mark of V' in G.
The graph can be serialized in a standard way (e.g., by topological sorting),
leading to a sequence of its vertices Vi,...,V, in which each vertex comes
before all vertices to which it has outbound edges. A marked serialization
of G is a sequence of pairs ((V1, mark(Vy,G)), ..., (Vi, mark(Vy, G))), where

(Vi,..., Vi) is an ordinary serialization of G.
Let G; and G5 be two marked dags that may differ from each other only
by vertex markings. Let Vi,..., Vi be their serialization. Then we write

Gl > mark G27 iff

((Vi, mark(Vy,Gh)), ..., (Vie, mark(Vi, G1))) >mark
(Vi, mark(V1,G2)), ..., (Vi, mark(Vy, Gs))),

where the relation >,,,» on the marked serializations holds iff there exists
1 < i < k such that mark(V;,Gy) = mark(V;,Gs) for all 1 < j < i and
mark(V;, G1) © mark(V;,Gs) (i.e., lexicographic comparison of the marks).
Obviously, >,..+ is a well-founded ordering on such marked serializations
and, consequently, on dags. The relation >, 1S > ek U =.

Theorem 4.2.1 (Termination of pre-unification). The pre-unification algo-
rithm terminates either with L or with a configuration of the form V;C';u,
where V' is a variables-only constraint that can be empty.

Proof. In the process of pre-unification we maintain a marked dag (illustrat-
ing the variable dependencies in the equations). The vertices of such a dag
G correspond to variables in the input problem so that each variable has a
single vertex assigned. For instance, if the problem contains variables z, v, z,
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we will have three vertices Vert = {Vi, V5, V3} such that mark(Vy, G) = {x},
mark(Va, G) = {y}, and mark(Vs, G) = {z}. We also introduce associations
of variables to vertices: vrt(x,G) = Vi, vrt(y, G) = Va, and vrt(z, G) = V.

In the beginning, £ = (J, i.e., all vertices are isolated. During pre-
unification, we may add or remove copies of variables to or from the marks
of vertices. New edges may be also added, but the set of vertices Vert
remains unchanged. If we encounter an equation of the form x z% ) t, such
that x € mark(V,G) and t contains the variables y; € mark(Vy,G),...,y, €
mark(V,,G), n = 0, then the (VE) rule adds edges (V,V1),...,(V,V},) to G.
This justifies why we call G' the variable dependency graph.

Actually, it is only (VE) that modifies the variable dependency graph:
For instance, assume that, during the process of rule applications, we reach
a configuration that is transformed by the (VE) rule, applied to an equation
x ::',’27 ) t, where t contains variables y, 2/, and 2” (the latter two are copies of
z). Assume vrt(x,Gy) = Vi, vrt(y, G1) = Va, and vrt(z, Gy) = vrt(2,Gy) =
vrt(2”,G1) = V3, where GGy is the current variable dependency graph. The
(VE) rule creates a fresh copy of t, which contains copies of variables: p(y),
p(2’), and p(2”). In addition, a new variable dependency graph G is obtained
from G, by the following modifications: mark(Vi, Ga) := mark(Vy, G1)\{z},
mark(Va, Ga) := mark(Va, G1) u{p(y)} and mark(Vs, G3) := mark(V3, G1) u
{p(2'),p(2")}. Moreover, vrt(p(y),Ga) = Vo and vrt(p(2'), Gs) = vrt(p(Z"),
G2) = V3. Besides, if there was no edge connecting the vertex V; to the
vertices V5 and V3, the edges are created and added to G5. All other edges
from G transfer to Gs.

If t does not contain variables, then then only difference between GG; and
G is in the mark of Vi: mark(Vy, Go) := mark(Vy, Gy)\{x}.

In general, if G; and G4 are the variable dependency graphs before and
after application of the (VE) rule, then either G5 contains more edges than G
(as in the example above), or they as graphs are the same and Gy > 4k Ga,
because in their marked serializations, the mark of a vertex in G5 is strictly
smaller than the mark of the same vertex in GGy, while the marks of all earlier
vertices in the serializations remain unchanged. New edges cannot be created
infinitely many times (since the set of vertices does not change and edges are
never removed). Their number is bounded from above by n(n — 1)/2, where
n is the number of vertices in the variable dependency graph.

As the termination criterion, consider the lexicographic combination of
four measures: (1) the number of missing edges until the variable dependency
graph is completed, (2) marked serializations of variable dependency graphs,
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(3) the size of the set of equations, and (4) the number of equations with a
non-variable term in the left and a variable in the right. If (Occ) or (Cla)
are applicable, the algorithm stops immediately. Otherwise, the non-failing
rules strictly decrease the measure. More precisely, (Tri) and (Dec) decrease
(3) without changing (1) and (2); (VE) either decreases (1), or leaves it
unchanged and decreases (2) with respect to >,,4%; (Ori) decreases (4) and
leaves the others unchanged. After finitely many steps, either failure will
occur, or one reaches the variable-only equations (since no rule transforms
the latter) and pre-unification stops. ]

Example 4.2.1. Let {z ~h, f(y),y ~hr (2 w,u),2 ~5, f(u),y ~,
g(z,p(v),v)} be an (R, \)-unification problem, where z,y, z, u, v, w are vari-
ables. We show how the marked variable dependency graph changes during
the derivation. At the same time, we also indicate the changing of the mea-
sures used in the termination proof.

of

OO
{=} {y}
®)

{w}

{Q? 221)2,)\ f(y>7 Y :;2,,\ 9(27’(1},“)7 z :;2)\ f(u)a Y :;27)\ g(Z,p(U)ﬂ))}

In the beginning, the number of missing edges until the variable dependency
graph is completed is 15 (= 6 - 5/2); the serialization at this stage does not
really matter but later we will see that the order Vi, ..., Vj is a relevant one;
the size of the problem is 17; and the number of equations with non-variable
term in the left and variable in the right is 0. Below we will not write marks
in the serializations, they can be read from the graph.

Transforming x :32’ y f(y) by (VE) and the further decomposition gives
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()
%] {v,y'}
(%)
{w}

{yl 27?2,)\ Y, Y 2;27,\ g(Z,U},U), z 2;27)\ f(u)a Y 27?27)\ g(z7p(v)7v)}

The maximal number of possible edges to be constructed decreased. It is
15 —1 = 14. Decomposition further decreases the size of the problem (it was
18 after (VE), became 16 after (Dec)), without affecting the graph.

Transforming y z% ) 9(z,w,v) by (VE) and further decomposition gives

or
® @

{w7 w/}

{y/ ::)’;?,,)\ Nl(Z/,'lU/,u/), Z/ 2;{71\] 2 w/ 2;‘}37)\ w, ’LL/ :;{A u,
ZERA f(u>7 Nl(zlv w,7 u/) =RA g(z,p(v), U)}

The maximal number of possible edges to be constructed decreased. It is
14 — 3 = 11. Decomposition further decreases the size of the problem (it was
25 after (VE), becomes 23 after (Dec)), without affecting the graph.

Transforming z 2;2, y f(u) by (VE) and further decomposition gives
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{='}

@ . ‘/2 > ‘/4 {u,u’,u(2>}
OEEROr

{w, w'}

{yl :,;Q,A Nl(zl’ wlv ul)a 2 :;Z,A NQ(U’(Z))? w' :;ZA w, u' :;Q,A u,

u 27]3,)\ U(z), Ny (2, w', ) 2(7'72)\ g<N2(u(2))ap<U)a v)}

The maximal number of possible edges to be constructed decreased. It is
11—1 = 10. Decomposition further decreases the size of the problem, without
affecting the graph.

Transforming v/ ::',’27/\ Ny (2, w',u') by (VE) and further decomposition
gives

{z/7 2(2)}

@ > ‘/2 > ‘/;1 {u, v, u® u}
) (W

{w,w, w®}

2) U7 / 2) U7 / 3) 7 / 17 2 r U7 1 U7
{Z( ) =R R w? =R W, u® ERA U, ZOER A N2(u( ))7 W =AW, U =p\U,

u 27?2,)\ U(Q), Nl(zlv wI7 ul) :;2,)\ g(NQ(u(Q))ap(U)v U)}

The maximal number of possible edges to construct does not change. It is
still 10. In the serialization V7, ..., Vg, the mark for V] is the same, but for
V5 it changed from {y'} into &J. Hence, the graph after the application of
(VE) becomes strictly smaller with respect to >,,.%. Decomposition further
decreases the size of the problem, without affecting the graph.
Transforming 2z’ 2;’37 A No(u®) by (VE) and further decomposition gives
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(@)

@ o V2 Vi) {u,u®,u® )
O OL

{w, w’, w®}

2) U7 / 4 2) U7 ! 3) 7 ! 4) U7 2 17
{Z( ) =R N2(u( ))) w® =R W, u® =R U u® —RAU()a w =g W,

u 2(7?2,)\ u, U :;2,/\ U(Q)a Nl(NIQ(u(4))7 wla ul) :? A g(N2(u(2)),p(v), ’U)}

Again, the maximal number of possible edges to be constructed does not
change, but the serialization decreases with this rule application: The marks
for vertices V; and V5 do not change, but it strictly decreases for V3. De-
composition further decreases the size of the problem, without affecting the
graph.

Transforming 2 ~% | Nj(u™) by (VE) and further decomposition gives

1%}

@ . ‘/2 > ‘/;1 {U,u/,u(2),u(3)7u(4)7u(5)}
@ {’U}

{w, w, w®}

{ul® 2(7?2,,\ ul®, w® 232)\ w', u® 2773,)\ ', u® 232,,\ ul?, E;Q,A w, uf :;2,,\ U,
u =y ul?, Ny (Ny(u®), w' o) > g(Na(u®), p(v), v)}

The same reasoning as for the previous step: the maximal number of possible
edges to be constructed does not change, but the serialization decreases due
to the mark at V5. Decomposition further decreases the size of the problem,
without affecting the graph.
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Transforming Ny (N, (u®), w’, o) zR)\ g(Ng( ), p(v),v) by (Dec) and
further decomposition of Nj(u®) ~% | N ) gives

7

@ o Vy {u o u®, @ @y 5)
O

fw, ', w®}

5) U7 4 2) 7 ro(3) L7 I (4) L7 2 r L7 r U7
{u()—R/\u()v w()—Rz\wv U()—R,,\U> U()—RAU()v W g\ W, U =p U,

L@ 4) 7 (2 ;L? rlr
U =R\ u®, u® =RA u®, w =RA p(v), u =RA v}

The graph is not affected: the maximal number of possible edges to be
constructed and the serialization do not change. The size of the problem
decreases. It was 25, and became 21.

Transforming w’ 2;2,,\ p(v) by (Dec) and further decomposition gives

%]

@ oV, NE 7R ERTRICRIORIORION

{u® >y u®, w® 2p , No(0), u >y oy ul =py ul?, Ny(v) > 5w,
u' ~ —R,,\ u, u :;2,)\ U(Z)v u® :;2,,\ U(Q)a v :;3,)\ v, u :;3,)\ v}

The maximal number of possible edges to be constructed decreases by
one. Decomposition further decreases the size of the problem.

Transforming N3(v') :;’2,/\ w by (Ori) decrease the number of equations

with a nonvariable left-hand side and variable right-hand side by one, without
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affecting other measures. Further, the obtained equation can be transformed
by (VE) and (Dec), getting

[ @
@ ‘/V\/‘@ (u, o, u@, u®) oy 4 (5))

2

fw®)

1] %]

{ul® 2r7?2,,\ ul®; w® 2;,2’/\ Ny(v'), u® 2;2,,\ ', u® 27?2,A u®, v 2?72,,\ v,

r 7 ~7 (2) 4) 7 (2) 17 17
(O N T N T B T N (A N S N Y v}

The edges have not changed, the serialization decreased (due to the mark at
Vs), and the decomposition further decreased the size.

In the final step, we apply (VE) to w® :%’/\ N3(v') and then decompose
the result, which gives the final graph

1%}

5) 7 4 3) 7 / 3) U7 l 4) 7 2 2) U7 !
{u® =8 u® 0@ 2@ 2l u® a2l w® @

’ L7 2 @, @ L7 ¢ L2 T
U =R AU U= AU, W =R AU, U =R U, U =g v}

Also here: the edges have not changed, the serialization decreased (the mark
of V), and the decomposition further decreased the size.
The derivation stops, because the variables-only constraint is reached.
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With the termination proof done, we devote the rest of the section to
soundness and completeness properties of pre-unification.

We say that a mapping-substitution pair (®,Vv) is a solution of an equa-
tional (R, X)-configuration P;C'; u if the following conditions hold:

e (®,v)is an (R, \)-solution of P;
e & is an (R, \)-solution of C;
e For each z € dom (), we have zv = zuv (syntactic equality).

Lemma 4.2.2. 1. If P;C;u = 1 by (Cla) or (Occ) rules, then P;C;u
does not have a solution.

2. Let Py;Cy;uy = Py;Cy;u, be a step performed by a pre-unification
rule (except (Cla) and (Occ)). Then every solution of P;Co; g is a
solution of Py; C; 1.

Proof. 1. If (Cla) applies, we have an arity mismatch in an equation in P,
which cannot be repaired by substitutions: P is not unifiable. For the
case of (Occ), the lemma follows from Lemma 4.2.1.

2. We shall prove the lemma for each non-failing rule. The nontrivial
cases are (Dec) and (VE) rules.

(Dec): P = {F(sy,...,8,) =k, Gtr,... . t,)} w P, Py = {s; ~%,
t1,...,80 2z ta} U P, Co = Cy U {F ~% , G}, u; = u,. Hence,
the information about F and G to be (R, A)-close to each other
just moves from P; to C5. The rest does not change. Therefore,
Py; Cy;pny and Py; Cs; py have the same set of solutions.

(VE): Let & = {x — t'}. Then P, = {x ~ , t} v P, P, = {t' =~} ,

t} u PE, C) = Cy, and p, = &,
Note that p, contains x — t’, because x ¢ dom(u,) by the rules.
Let (®,v) be a solution of Ps;Cy;py. Then we have ®(xv) =
P(t'v). We also have ®(t'v) ~g\ ®(tv), since v solves t’ ~F |
t. Hence, ®(2v) ~g ®(tv) and we get that (®,v) solves the
equation x :327 y t. For an equation eq € P, we have eqv = eq&v,
because xv = t'v = x&v, and for any y # z, it holds trivially that
yv = y&v. Hence, (P, V) solves P as well. For a y € dom(u,), we
have yv = yu,v = yu, &Ev = yu, v. Therefore, (P, v) is a solution
of Py;Cr;py.
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]

Theorem 4.2.2 (Soundness of pre-unification). Let s and t be two terms,
such that the pre-unification algorithm gives {s :%A t}; & Id =* V:C,,
where V' is a variable-only constraint. Let (®,Vv) be an (R, \)-solution of
V; C;u. Then the X-substitution ®(uv) is an (R, \)-X-unifier of {s 23€A t}.

Proof. First, we show that (®, uv) is an (R, A)-solution of V;C;u. By the
construction of u, we have (i) dom(n) " V(V) = & and (ii) p is idempotent.
Then by (i) we have that (®, uv) solves V', because Vu = V. By (ii) we have
xpuv = zpupv. By definition, these imply that (®, uv) is an (R, A)-solution
of V;C; .

Next, from {s :7?37)\ t}; ; Id =* V; C; u, by induction on the length of
the derivation, using Lemma 4.2.2, we get that (®, uv) is an (R, A)-solution
of {s =7, t}; & Id.

Since s and ¢ do not contain names, ® has no effect on them: ®(suv) =
s®(uv) and ¢(tpv) = t&(pv). From these equalities and ®(spuv) ~g \
O(tpv) we get s®(uv) ~% » t®(puv), which implies that ®(puv) is an (R, A)-
X-solution of {s ~% , t}. O

Corollary 4.2.2.1. Let s and t be two terms, such that the pre-unification
algorithm gives {s 2%’A t}; I Id =* V;C;u. Let @ be an (R, A)-solution
of C. Let (®,v) be an (R, \)-solution of V;C;u such that v is name-free.
Then every substitution in SX-substs(®(uv)) is an (R, \)-unifier of s and t.

Proof. 1t is a consequence of Theorem 4.2.2 and the definition of SX-substs.
Note that due to the way how the C’s are constructed in pre-unification
derivations, any solution of C' would map all the names in C' to sets of
function symbols. This happens because for any name introduced by the
VE rule, there is a connection via ~ equations to a function symbol. Hence,
all names that occur in the range of u (they all appear in C' as well) are
mapped by ® to a non-name neighborhood. Further, since v is name-free,
SX-substs(®(puv)) is a set of substitutions, not a set of SX-substitutions,
because ®(uv) does not contain names. O

The completeness theorem below is a pretty strong statement. It says
that for solvable proximity-based unification problems, the pre-unification
algorithm computes an X-substitution, from which we can obtain any unifier
of the given problem with the help of solutions of the variables-only and
neighborhood constraints computed together with the substitution. Note the
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syntactic equality in the theorem, implying that any unifier can be obtained
from the computed configuration exactly (in contrast to getting close to it).

Theorem 4.2.3 (Completeness of pre-unification). Let a substitution o be an
(R, A)-unifier of two terms s and t and Var be the set of variables V(s) v V(t).
Then any mazximal derivation that starts at {s :%A t}; &; Id must end with
an equational configuration V;C;u where V' is a variables-only constraint,
such that for some (R, \)-solution ® of C' and for some (R, \)-solution v of

V', we have (pv)|var = 0| var, where p € substs(®(p)).

Proof. Note that since ®(p) is name-free, substs(®(p)) is defined.

By the assumption, {s ~% , t} is solvable, therefore, the derivation can-
not end with L by soundness of pre-unification. Since any equation, except
variables-only ones, can be transformed by a rule, and the algorithm ter-
minates, the final configuration should have a form V;C';u, where V is a
variables-only constraint.

We assume without loss of generality that o is idempotent and show now
how to construct the desired ® step by step, using the following proposition:

Proposition: Assume Py;Ci;n; = Py; Co; 1, is a single step rule appli-
cation in the above mentioned derivation. Let (®;,9;) be an idem-
potent (R, A)-solution of Pj;Cy;uy such that o|ve = ¥1|ver for some
substitution 1, € substs(®;(9;)). Then there exists an idempotent
(R, A)-solution (®q,99) of Py; Cy; py such that oy, = U2 ve, for some
s € substs(Py(97)).

Proof of the proposition: We assume that dom (o) < V(s) u V(t) = Var.

For technical reasons, we assume that substitutions and X-substitutions
are represented in triangular form [8] as a sequential list of bindings,
e.g., [t1 — ti;...;x, — t,], which represents the composition of n
substitutions each consisting of a single binding: {z; — t;}{zs —
to} - {x, — t,}. The constructor [-] is assumed to be flat.

Application of a neighborhood mapping to triangular X-substitutions
is defined as ®([py;...:p,]) = [P(p1):---;P(py)]. Given a triangu-
lar X-substitution T = [py;...;0;;-.-;P,], by replace(t, p;, ~ p’) we
understand the triangular X-substitution [py;...;p;...;p,]-

We consider each of the rules separately.
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(Tri): In this case we take &5 = ¢, and 8, = 4.
(Dec): We have

o P ={F(ty,...,t,) 2;2,/\ G(sy,...,sn)}w P,

° P2:{t1 2%7)\ S1,...,%, 22;37)\ Sn}UP7
[ ) CQ = {F %’7?37)\ G} U Cla
¢ Uy = Hy.

Then, since (®1,81) is an (R, A)-solution of Py;Cy;yy, it is also an
(R, A)-solution of the configuration P;Ch;p,. So, we take &y = &
and \92 = \91.

(VE): We have

o P = {x ~} , s} w P where there is no occurrence cycle for = and
s¢V,

o P, ={s =, s} uP{x—s}, where s’ = p(s),

o Uy =Ch.

o iy =[x s

Since the pair (®1,81) is an (R, A)-solution of P;, we have 1 (x8) ~%
@1(5\91).

To construct ®, and 95, we start from ®; and ¥; and modify them.
Since z;’w\ s € P, with s ¢ V and (®,9;) is a solution of P, we
know that x € dom(9;). Consider pos(s’). Each object in positions
from pos(s’) is either name or a variable. Let r = ®;(x9;). Then
pos(s’) < pos(r), because s’ is the minimal skeleton a term unifiable to
s can have. Let pos,(s’) (resp. posy(s’)) be the set of positions in s’
where names (resp. variables) occur.

Let ® and 9 be defined as

' :={N—F|N= S/|pa F = r|p> pe posN—(S')},
O =yt sy te), yi=sp, ti=r
{1, k) = posy(s)).

Pi»
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Define ®5 and 9, as

(I)Q = (1)1 U (I)/,
9y := [replace(9y, {x — 29} ~ {x — §'}); ¥'].

®, is a well-defined name-neighborhood mapping, since both ®; and
®’ are name-neighborhood mappings with dom(®;) n dom(®') = .
Note that 95 is an idempotent substitution, because 9; is idempotent
by assumption, and for the same reason variables in the range of 9
(i.e., those from r) do not occur in the domain of 9;.

We have to show that

o (dy,99) is a solution of P,
e &, is a solution of (s,
o Y9y = yu,9, for all y € dom(u,),

e Us|var = 0|var for some ¥ € substs(Py(97)).

Proving (®5,9,) is a solution of P,. From the definition of ®, and
9y it is clear ®y(ydy) = P1(y9q) for all y € dom(91)\{z}. As for z,
we have ®y(x9,) = r, from &', r and the definitions of ® and ¥'. But
at the same time we have r = ®;(x9;). Hence, also for  we have
$y(289) = ®1(x9). Therefore, we have

Dy (y92) = Py (yD) for all y € dom (). (4.1)

As for those variables that belong to dom(92)\dom(81), they are ex-
actly {y1,...,Yn}, which form dom(9’). In P,, they appear only there,
where s’ has been introduced, i.e., where in P; the variable x was lo-
cated. By definition of 95, we have ®y(s'92) = r. But since r =
Oy (x9), we get

By (s'9,) = Dy (291). (4.2)

The set P, differs from P; by replacing = by s’. Since (®1,84) solves
Py, from (4.1) and (4.2) we obtain that (5, 92) solves P;.
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Proving &, is a solution of C5. Trivial, since Cy = C, ®; solves
Cl, and @2 = (Dl u d.

Proving y9; = yu,9, for all y € dom(u,). Takey € dom(u,). First,
assume it is not x. Then we have:
Y9y = y[replace(8y, {z — 19} ~ {z — §}); 9]
(Since ® affects only the new variables occurring in s')
= y[replace(94, {z — 28,} ~ {x — s'8'})]. (4.3)

y[replace(91, {x — 29} ~ {x — §'¥'})] differs from y9; only at the
places where function symbols occurring in x9&; have been uniquely
replaced by new names in s'9’.
yuaSs — ity x> ') replace(8y, {z > 28} ~> {z — §'}); 9
(By definition of substitutions in the triangular form)
= yu,{x — s'}replace(dy, {z — 29} ~ {x — &'})?
(Since 9" affects only the new variables occurring in s')
= yu, [replace(dy, {x — 291} ~ {x — s'¥'})]. (4.4)

Also here, the difference between yu, [replace(9q, {z — 28} ~ {z —
s'9'})] and yu, 9, is only at the places where function symbols occurring
in 29, have been uniquely replaced by new names in s'9'. Therefore,
since y& = yu, 91, from (4.3) and (4.4) we get y&s = yuyOs.

Now assume y = x. Then we have
19,y = x[replace(dy, {x — 29} ~ {z — §'}); ¥]
= z[replace(9y, {x — 29} ~ {z — s'¥'})]
=s'¥.

TyOy = z{z > s'}[replace(dy, {x — 2O} ~ {x — §'}); 9]
= z{x — s'9}replace(9y, {x — 29} ~ {z — §'9'})
(By the idempotence of 9; and the definition of ¥,
dom(81) n V(') = &)
=59,
Hence, also for z we have 285 = xpn,85, which finished the proof of this
part.
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Proving ¥s|ver = 0|var for some 5 € substs(®y(82)). We have al-
ready seen that ®y(ydy) = ®1(y9;) for all y € dom(9;). No variable
from dom(®') belongs to Var, because they have been freshly intro-
duced at the current step. Hence, ¥s|var = V1| var = 0| var-

(Ori): Straightforward.

Hence, the proposition is proved.

In the constructed derivation, the initial configuration is Py; Co; 1y = {s :;27 A\
t}; &; Id. We take &g = & and 8y as the SX-version of o. Then (g, 9)
solves Py, @y solves Cy = ¢, and for all x, we have zpy9y = z1d8y = x9y.
Hence, (g, 99) is an (R, \)-solution of Fy; Cy; u,. Moreover, we can take 9,
to be 0. Then we have o|vy = Jg| v, with Jg € Po(Sy).

Hence, the conditions of the proposition are satisfied. Then for the final
configuration P,; C,;u,, = V;Cy; 1, by the n-fold application of the propo-
sition we can find a name-neighborhood mapping ®,, and an (idempotent)
X-substitution 9,, so that

o (9,,9,) solves V;Cp; u,,

e o, solves C,,,

e for all x € dom(9,,), ©8, = zn, S, and

e there exists ¥, € substs(®,(8,)) such that ¥,|ver = 0| var-

By the construction of pre-unification derivations, variables in the range
of u,, appear in V. Therefore, 9,, can be represented as the composition p,, v,
where v is a solution of V. Note that dom(v) may contain a variable that
does not appear in V. This may happen if the variable has been eliminated
from the derivation by the trivial rule (Tri), but it is present in v since we
started from o, which may contain the variable in its domain.

Hence, we get substs(®,,(8,)) = substs(®,(u,Vv)) and it contains a sub-
stitution ¥, = pv, where p € substs(®,(u,)) and v € substs(®,(v)). (the
latter implies that v is an (R, A)-solution of V'.) Thus (uv)|var = 0| var, and
the proof is finished. O

Of course, we can always get rid of the variables-only constraint and
eliminate variables by the (VO) rule, but it has its pros and cons:
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(VO) Variables Only:
(& 2RA Us Tn 2y Un}; O = {mn >f  yu}{z >y} Csufz — g},

The advantage of permitting the (VO) rule is that we get a definite solu-
tion, a substitution, instead of a substitution-constraint pair. The disadvan-
tage is that we lose completeness which is to see with the following example:
If (a,b) € Ry, then 0 = {x — a,y — b} is an (R, A)-unifier of 2 ~7 , y, but
if we solve the latter by u = {x — y}, then we are not able to obtain o from
this solution, since u is not more general than o.

We introduce a neighborhood constraint solving algorithm in the next
subsection. Before that we illustrate the pre-unification rules with a couple
of examples:

Example 4.2.2. Let s = p(z,y,z) and t = ¢(f(a),g(d),y). Then the
pre-unification algorithm gives ¢f;C,u, where C' = {p w%’/\ q, Ny Q;&A
f, No %(7?2)\ a, N m;’z)\ g, Ny m%)\ d, Nq m%)\ N3, Ny %%’A Ny} and p =
{z — Ni(N2),y — N3(Ny)}.

Assume that for the given A-cut, the proximity relation consists of pairs
Ry = {(a,b),(b,c),(c,d),(a,V), V), ), (. d),(f, g9),(p,q)}. The constraint
C obtained above can be solved, e.g., by the name-neighborhood mappings
® = [Ny — {f,g}, Ng — {b},N3 — {f, g}, Ny — {c}] and &’ = [N} —
{f g}, Ng > {V/}, N3 — {f, g}, Ny — {¢'}]. From them and p we can get the
sets ®(n) and ®'(u) of (R, A)-unifiers of s and t.

Example 4.2.3. Let s = p(x,z) and t = q(f(y,y), f(a,c)). The pre-
unification algorithm stops with @;C;u, where C' = {p ~%, ¢, N1 ~%,
f. Ny %%’/\ a, N3 %7?3’)\ ¢, M %7?%’)\ No, Nj %%’)\ M} and p = {x — N;(Ny, N3),
y1 — Na, yo — N3, y — M}. Let Ry = {(a,a1), (a1,b), (b,c1), (c1,¢), (p,q)}.
Then C' is solved by ® = [N; — {f}, No — {a1}, M — {b}, N3 — {c1}]
and ®(u|ys)ov)) contains only one element, an (R, \)-unifier 0 = {z —
flai,c1), y — b} of s and ¢t. Indeed, so = p(f(ar,c1), fla1,c1)) ~roA
Q(f(b> b)a f(avc)) = to.

This example illustrates the necessity of introducing a fresh variable for
each occurrence of a variable by the renaming function in the VE rule.
If we used the same new variable, say 3’, for both occurrences of y in
f(y,y) (instead of using y; and ys as above), we would get the configura-
ton 25 {p ~hr 0. N1~y £ No Sy 0, Na <y & No <y Nali (o
N1(N2,Ny), 4/ — Ny, y — N3}. But for the given R, the constraint {p ~% ,
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q, Ny %;37)\ fy Na %;’3,/\ a, Ng %}’z’/\ ¢, Ng %%’/\ N3} does not have a solution
(because the neighborhoods of a and ¢ do not intersect). Hence, we would
lose a unifier.

4.2.4 Rules for solving neighborhood constraints

Let ® be a name-neighborhood mapping. The combination of two mappings
® and ¥, denoted by ® ® WV, is defined as

SOW :={N+— O(N) | N e dom(P)\dom(V)} u
{N — ¥(N) | Ne dom(¥)\dom(P)} u
{N— ®(N)n¥(N) | Ne dom(¥)n dom(P)}.

We call & and ¥ compatible, if (& © V)(N) # & for all N € dom(d O V).
Otherwise they are incompatible.

A constraint configuration is a pair C;®, where C' is a set of (R, \)-
neighborhood constraints to be solved, and ® is a name-neighborhood map-
ping (as a set of rules), representing the (R, A)-solution computed so far. We
say that W is an (R, \)-solution of a constraint configuration C'; ® if ¥ is an
(R, A)-solution to C', and ¥ and ¢ are compatible.

The constraint simplification algorithm CS transforms constraint config-
urations, exhaustively applying the following rules (L indicates failure):

(FFS) Function Symbols: {f %;m gtw C; &, — C; &, if R(f,g) = A

(NFS) Name vs Function Symbol:
(Nx%y g} wC; &= C; @O {N — pc(g, R, M)}

(FSN) Function Symbol vs Name:{g ~5 , N} w C; ® = {N ~5 , g} u C; ®.

(NN1) Name vs Name 1:
N~ Mpw O @ = C; 2O {N = {f},M = pe(f, R, M)},
where N € dom(®), f € ®(N).

(NN2) Name vs Name 2: {M m%/\ N} wC; & = {N %7?2,A M} u C; @,
where M ¢ dom(®), N € dom(P).

(Faill) Failure 1:  {f ~%, g} w C; @ = L, if R(f,g) < \.
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(Fail2) Failure 2: C; & = 1, if there exists N € dom(®) with ®(N) = 7.

The NNI1 rule causes branching, generating n branches where n is the
number of elements in ®(N). (Remember that by definition, the proximity
class of each symbol is finite.) When the derivation does not fail, the terminal
configuration has the form {Ny ~% , My,..., N, ~% , M,,}; ®, where for each
1 <i<n, N;yM; ¢ dom(®). Such a constraint is trivially solvable.

Theorem 4.2.4. The constraint simplification algorithm CS is terminating.

Proof. With each configuration C'; ® we associate a complexity measure,
which is a triple of natural numbers (ny, no, n3): n; is the number of symbols
occurrences in C, ny is the number of equations of the form g %%7/\ N in
C, and ng is the number of equations of the form M %;’2’/\ N in C, where
M ¢ dom(®) and N € dom(®P). Measures are compared by the lexicographic
extension of the ordering > on natural numbers. It is a well-founded order-
ing. The rules (FFS), (NFS), (NN1) decrease n;. The rule (FSN) does not
change ny and decreases ny. The rule (NN2) does not change n; and ns and
decreases nz. The failing rules cause termination immediately. Hence, each
rule reduces the measure or terminates. It implies the termination of the
algorithm. [

In the statements below, we assume R and A to be given and the problems
are to be solved with respect to them.

Lemma 4.2.3. 1. IfC;® = 1 by (Faill) or (Fail2) rules, then (C,®)

does not have an (R, \)-solution.

2. Let Cp; @1 = Cy; @y be a step performed by a constraint solving (non-
failing) rule. Then any (R, \)-solution of Cy;®q is also an (R, \)-
solution of C; ®1.

Proof. 1. For (Faill), the lemma follows from the definition of (R, \)-
solution. For (Fail2), no ¥ is compatible with a ® that maps a name
to the empty set.

2. The lemma is straightforward for (FFS), (FSN), and (NN2). To show it
for (NFS), we take W, which solves C; ® ® {N — pc(g, R, \)}. By the
definition of ®, we get W(N) < pc(g, R, A). But then ¥ is a solution
to {N ~% , g} w C; ®. To show the lemma holds for (NN1), we take
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a solution ¥ of C; ® © {N — {f},M — pc(f,R,\)}. It implies that
U(N) = {f} and ¥(M) < pc(f,R,\). But then we immediately get
that W solves {N ~% , M} w C; ®.

[l

Theorem 4.2.5 (Soundness of CS). Let C' be an (R, \)-neighborhood con-
straint such that CS produces a maximal derivation C; & =* C"; ®. Then

O is an (R, \)-solution of C\C", and C" is a set of constraints between names
which is trivially (R, \)-satisfiable.

Proof. 1f a neighborhood equation is not between names, there is a rule in
CS which applies to it. Hence, a maximal derivation cannot stop with a
C' that contains such an equation. As for neighborhood equations between
names, only two rules deal with them: (NN1) and (NN2). But they apply
only if at least one of the involved names belongs to the domain of the
corresponding mapping. Hence, it can happen that an equation of the form
N f“;%«\ M is never transformed by CS. When the algorithm stops, such
equations remain in C" and are trivially solvable. We can remove C’ from
each configuration in C; @ =* C’; & without affecting any step, getting a
derivation C\C"; & =* ¢F; ®. Obviously, ® is an (R, A)-solution of J; .
By induction on the length of the derivation and Lemma 4.2.3, we get that
® is an (R, A)-solution of C\C”’; & and hence, it solves C\C". O

Remark 4.2.1. When a neighborhood constraint C' is produced by the pre-
unification algorithm, then every maximal CS-derivation starting from C'; &§
ends either in L or in the pair of the form ¢J;®. This is due to the fact
that the VE rule (which introduces names in pre-unification problems) and
the subsequent decomposition steps always produce chains of neighborhood
equations of the form Ny ~% y No,No ~z y N3, ..., N,, &g\ f, n > 1, for the
introduced N’s and for some f.

Theorem 4.2.6 (Completeness of CS). Let C' be an (R, \)-neighborhood
constraint produced by the pre-unification algorithm, and ® be one of its so-
lutions. Let dom(®) = {Ny,...,N,}. Then for each n-tuple c; € ®(Ny),...,
cn € B(N,) there exists a CS-derivation C; & =* ;U with ¢; € V(N;) for
each 1 <1i<n.

Proof. We fix ¢1, ..., ¢, such that ¢; € ®(Ny),...,¢, € D(N,).
First, note that dom(®) coincides with N'(C). It is implied by the as-
sumption that C' is produced by pre-unification, and Remark 4.2.1 above.
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The desired derivation is constructed recursively, where the important
step is to identify a single inference. To see how such a single step is made, we
consider a configuration Cj; ®; in this derivation (i = 0, Cy = C, ¢ = ).
We have dom(®;) < dom(®). During construction, we will maintain the
following two invariants for each i > 0 (easy to check that they hold for
i=0):

(I1) @ is an (R, A)-solution of (C;, ®;), and
(I2) for all 1 < j < n, if N; € dom(®;), then ¢; € ®;(N;).
We consider the following cases:
e (C; contains an equation of the form f %%7/\ g. By (I1), R(f,g) =
A. Then we make the (FFS) step with f %;37/\ g, obtaining C;,; =
Ci\{f ~%.» g} and ®;; = ®;. Obviously, (I1) and (I2) hold also for
the new configuration.

e Otherwise, assume C; contains an equation Ny %;a v g, where 1 <k <
n. Since @ solves C. ®;, we have ®;(N) # J for all N € dom(P;)
and there is only one choice to make the step: the (NFS) rule. It
gives Ci+1 = Cl\{Nk %%,)\ g} and (I)i+1 = (I)z ® {Nk —> pC(g,R, )\)}
Since ® solves, in particular, Ny, %;ZA g, we have ®(Ny) < pc(g, R, \)
and, hence, ¢; € pc(g,R,A). First, assume Ny ¢ dom(®;). Then
®;.1(Ng) = pc(g, R, A) and both (I1) and (I2) hold for ¢ + 1. Now,
assume Ny € dom(®;). Then ®;,1(N.) = ®;(Ny)npc(g, R, \). Besides,
(I2) implies ¢ € ;(N). Hence, ¢ € ®;41(Ny), which implies that (12)
holds for ¢« + 1. From ¢; € ®;11(Ng) and ¢, € ®(Ny) we get that ¢ is
compatible with ®;,,. Moreover, ® solves C;, therefore, it solves Cj, .
Hence, ® solves C;y1; ®;41 and (I1) holds for i + 1 as well.

e Otherwise, assume C}; contains an equation of the form Ny m;’w\ N;
where 1 < k,j < n and Ny € dom(®;). By (I1), we have Ny, N, €
dom(®), ®(Ny) n ®(N;) # ¢, and ®(N;) n ;(N,) # . By (I12),
we have ¢, € ®;(Ng). But since ¢, € ®(Ny), we have ¢ € ®(Ng) n
®;(Ng). We make the step with the (NN1) rule, choosing the mapping
Ni = {ci}. Tt gives Cipp = C\{Ny 2%, N;} and ;41 = ®; © {N;, —
{Ck}, Nj = pc(ck,'R, )\)}

To see that (I1) holds for ¢ + 1, the only nontrivial thing is to check
that ® and ®;,; are compatible. For this, ®;,1(Ny) n ®(N;) # & and
®;.1(N;) n ®(N;) # & should be shown.
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Proving ®;11(Ny) n®(Ny) # & By construction, ®;,1(Ng) = {c}. By
assumption, ¢, € ®(Ny). Hence, ®;,1(Ng) n ®(Ny) # .

Proving ®;1(N;) n ®(N;) # &: Since ® solves N ~5, N; and
cr € ®(Ng), we have ®(N;) < pc(eg, R, A). If N; ¢ dom(®;), then
(I)i-i-l(Nj) = pC(Ck,R, )\) and q)i-‘rl(Nj) M (I)(NJ) #* @ If Nj € dOm(@»,
then by (12), ¢; € ®;(N;). On the other hand, ¢; € ®(N;) and, there-
fore, ¢; € pc(cg, R, A). Since @41 (N;) = ©,(N;) npe(er, R, ), we get
¢j € ®;41(N;) and, hence, ®;1(N;) n ®(N;) # .

To see that (I2) holds is easier. In fact, we have already shown above
that ®;,1(Ng) = {cx}. As for N;, we need to show that ¢; € ®;1(N;).
According to the way how we defined ®,,1(N;), we have pc(cx, R, ) <
®;.1(N;). From the proof of (I1), we know that ®(N;) < pc(ck, R, A).
From these inclusions and the assumption ¢; € ®(N;) we get ¢; €
®i+1(Nj>.

e The other cases will be dealt by the rules (FSN) and (NN2). The
invariants for them trivially hold, since these rules do not change the
problem.

By (I1), the configurations in our derivation are solvable. Therefore, the
failing rules do not apply. Hence, the derivation ends with ;¥ for some
V. By construction, dom (V) = {Ny,...,N,}. By (12), ¢; € U(N;) for each
1<i<n.

O

Example 4.2.4. The pre-unification derivation in Example 4.2.2 gives the
neighborhood constraint C' = {p %?R,A q,Ny %%A fy N %{7?29\ a, N3 %337)\
g, Ny %7?2,)\ d, Ny %7?1,)\ N3, No %;Q,)\ N4}' For Ry = {(a7b)>(bv C)?(Cv d)?
(a,b), (0, ), (d,d),(f,q), (p,q)}, the algorithm CS gives four solutions:

1 = {Ni = {f},Na = {b}, N3 = {f, g}, Ny — {c}}
Dy = {Ny = {f},No > {0/}, N3 = {f, g}, Ny > {c'}}.
®3 = {N; — {g},Na — {b}, N3 = {f, g}, Ny — {c}}
Py = {N1 — {g},No = {V'},N3 = {f, g}, Ny — {c'}}.

Referring to the mappings ® and " and the substitution p in Example 4.2.2,
it is easy to observe that ®(u) u ®'(n) = @4 (n) U Po(pn) U P3(p) U Py(p).
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4.3 Matching

In a matching equation, one side is always ground. Therefore, no chains of
proximity between terms appear, which allows us to solve the problem in
one single stage. Names are not needed anymore, and hence, the X-terms
are defined as in section 4.1.

4.3.1 Problem statement

Definition 4.3.1. An X-substitution o is an (R, \)-X-matcher of t to s, if
every o € substs(o) is an (R, A)-matcher of t to s.

A substitution o that matches t to s is called a relevant (R, \)-matcher
(resp. relevant syntactic matcher) of t to s if dom(o) < V(t). A relevant
(R, \)-X-matcher is defined analogously.

Usually one would formulate the matching problem in the fuzzy context
as follows: Given a proximity relation R, a cut value A, and two terms ¢ and
s, find an (R, A)-matcher of ¢ to s.

The matching problem formulated in this way has finitely many solutions
(when proximity classes of symbols are finite, as in our case). Instead of
trying to compute all of them, we will be aiming at computing their compact
representations in the form of X-substitutions. Hence, our algorithm will
solve the following reformulated version of the problem:

Given: a proximity relation R, a cut value A, and two terms ¢ and s.

Find: an X-substitution o such that each o € substs(o) is an (R, A)-matcher
of t to s.

Such a reformulation will help us compute a single X-substitution instead
of multiple matchers.

Example 4.3.1. Let the proximity relation R be defined as
R(91792) = R(a17a2) = 0.5, R(Ql; h1) = R(Q% hl) = 0.6,
R(gl, hg) = R(al, b) = 07, R(QQ, hg) = R(ag, b) = 08

Let t = f(z,x) and s = f(g1(a1), g2(az)). Then for each of the following
X-substitution o, the set substs(o) contains all relevant (R, \)-matchers of
t to s for different values of A:

0<A<05: 0o = {37'_){917927hlahQ}({al?G%b})}'
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substs(0) contains 12 substitutions.
0.5<A<06: o = {z — {hy, ha}({b})}.
substs(o) = {{z — h1(b)}, {x — ha(b)}}.
0.6 <A<0.7: o = {x — {ha}({b})}.
substs(o) = {{z — ha(b)}}.
0.7<A<1: No substitution matches t to s.

4.3.2 The algorithm

Given R, A, t, and s (where s does not contain variables), to solve an (R, A)-
matching problem ¢ 5%’/\ s, we create the initial pair {t 5%’/\ s}; & and
apply the rules given below. They work on pairs M; S, where M is a set of
matching problems, and S is the set of equations of the form = ~ s. The
rules are as follows (w stands for disjoint union):

Dec-M: Decomposition

{f(tr, . tn) S 9(s1, - sp)bw M3 S — M U {t; <5, s | 1 <i<n};S,
ifn=0,R(f g) =\
VE-M: Variable elimination

{x S stwM; S— M; Su{z=~xpc(s,R,\)}.

Mer-M: Merging

M; {x~s,x~s}twS= M; Su{r~s msy}, if s; sy # .
Cla-M: Clash

{f(tr, - tn) Sra (st 8m)bw My S — L, where R(f,g) < .

Inc-M: Inconsistency

M; {r~s, xrs}wsS= 1, if s; msy = .

The matching algorithm 91 uses the rules to transform pairs as long as
possible, returning either | (indicating failure), or the pair ;.S (indicating
success). In the latter case, each variable occurs in S at most once and from
S one can obtain an X-substitution {x — s | z ~ s € S}. We call it the
computed X-substitution.

We call a substitution o an (R, A)-solution of an M; S pair, iff o is an
(R, A)-matcher of M and for all © ~ t € S, we have xo € terms(t). We also
assume that | has no solution.
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Lemma 4.3.1. If Mi; S| = M>; S5 is a step made by M, then o is an
(R, \)-solution of My; Sy iff it is an (R, \)-solution of Msy; S,.

Proof. For the rules DEC-M and CLA-M, the lemma follows by definition
of matcher. For MER-M and INC-M it is implied by definition of m. For
VE-M, by definition of xpc, we have zo € xpc(s, R, \) iff R(zo,s) = A,
which is equivalent to the fact that o is a (R, A)-matcher of 2 <% , s. O

In the theorems below the size of a syntactic object (term, matching
problem, set of matching problems, a set of equations) is the number of
alphabet symbols in it: size(z) = 1, size(f(t1,...,t)) = 1+ X, size(t;),
size(t <, ) = size(t ~ s) = size(t) + size(s), and size(S) = Dpes Size(p),
where S is a set of matching problems or equations.

Theorem 4.3.1. Given an (R, \)-matching problem t < s, the match-
ing algorithm 9M terminates and computes an X-substitution o such that
substs(o) consists of all relevant (R, X)-matchers of t to s.

Proof. The theorem consists of three parts: termination, soundness, and
completeness. We prove each of them separately.

Termination. The rules DEC-M and VE-M strictly reduce the number
of symbols in M. The rule MER-M does the same for S, without
changing M. Cra-M and INC-M stop the algorithm immediately.
Hence, the algorithm strictly reduces the lexicographic combination
(size(M), size(S)) of sizes of M and S, which implies termination.

Soundness. If o € substs(0), then o is a relevant (R, \)-matcher of ¢ to s.

Let {t ﬁ%’)\ s}; @ =" ;S be the derivation in 9 that computes
o. By definition of computed X-substitution, we can conclude that
o € substs(o) iff o is a solution of ¢J;S. By induction on the length
of the given derivation, using Lemma 4.3.1, we can prove that ¢ is an
(R, A)-matcher of ¢ to s. In 9, no new variables are created and put
in S. All variables there come from the original problem. It implies
that o is a relevant matcher of ¢ to s.

Completeness. If o is arelevant (R, A)-matcher of ¢ to s, then o € substs(o).

Since t 5%’/\ s is solvable, we can construct a derivation {¢ 57&)\ s}
@ =1 ;S in M. This follows from the fact that for each form of
matching equation we have a rule in 91, and if we have two equations
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with the same variable in S we can also transform it. Moreover, by
Lemma 4.3.1, we would never apply CLA-M and INC-M rules, because
it would contradict the solvability of ¢ 57?37 y 5. Hence, we can construct
the mentioned derivation, for which, again by Lemma 4.3.1, we have
that o is a (R, A)-solution of ¢¥;S. By definitions of computed X-
substitution o and substs, it implies that o € substs(o).

]

Hence, M actually computes all relevant (R, \)-X-matchers for matching
problems.

Example 4.3.2. We illustrate the steps of the algorithm 9t for the matching
problem in Example 4.3.1 for A = 0.6 and A = 0.8.

A=0.6:
{f(x,2) 5;2)\ f(g1(a1), g2(a2))}; & =Dro-M
{z 5;2,,\ gi(ar), @ 5:}737,\ ga(az)}; & ==veM
{x 5;2,,\ g2(az)};i{x ~ {g1, h1, ha}({a1,b})} =vE-M
Gi{x ~ {g1, l, ho}({a1,b}), @~ {g2, hn, ho}({az, b})} =>wmerm
iz ~ {h, ha} ({0})}.
A=028:
{f(z,) 5;m f(g1(a1), g2(a2))}; @ =Dre-m
{z 5;z,,\ gi(ar), © 53&,,\ G2(a2)}; & =—=>vEMm
{2 2 g2(a2)}; {2 ~ {01} ({ar})} = vem

Fi{z =~ {gi}({ar}), = ~ {go, ha}({az,b})} = 1vem
1.

If o is a computed X-matcher of an (R, A\)-matching problem ¢ 5;’27/\ s,
then we can compute the minimal and maximal approximation degrees 0,
and 0. of this solution. Intuitively, these are the minimal and maximal
distances between a solution instance of ¢ and s. More formally:

Omin(t, s, R, 0) := min{R(to,s) | o € substs(o)},
Omax(t, 8, R, 0) := max{R(to, s) | o € substs(o)}.
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For instance, if R is the proximity relation from Example 4.3.1, A = 0.4
and the matching problem is gy(x) <%\ ha(a1), then its X-matcher is o =
{x — {a1,as,b}}, substs(o) = {{zx — a1}, {x — as}, {z — b}} and we have

® Ouin(t,8,R,0) = 0.5, because R(ga(z){x — as}, ha(ar)) = 0.5 is the
minimum.

® Vax(t, s, R,0) = 0.8, because R(ga(x){x — a1}, ha(ar)) = 0.8 is the
maximuim.

The proximity relation R can be represented as a weighted undirected
graph, whose vertices form a (finite) subset of F and where there is an edge
of weight 0 between vertices f and g iff R(f,g) = 0 > 0. When we consider
R as a graph, we represent it as a pair (Vr, Er) of the sets of vertices Vi
and edges Er. We denote below by |S| the number of elements in the (finite)
set .S.

Graphs induced by proximity relations are sparse, since symbols of differ-
ent arities are not close to each other. Therefore, in the proofs of complexity
results below, we choose to represent the graphs by adjacency lists rather
than by adjacency matrices.

Theorem 4.3.2. Let R = (Vg, Er) be a prozimity relation and M be a
matching problem with size(M) = n. Then the matching algorithm 9 needs
O(n|Vr| + n|ER|) time and O(n|Vg| + |ERr|) space to compute the (R, \)-
solution to M for some cut value .

Proof. In the representation of the graph for R, the weight of an edge (vy, vo)
is stored at the vertex vy in the adjacency list of v, and vice versa [16]. From
the given matching problem ¢ 5%7 ) s we can also construct its directed acyclic
graph (dag) representation with shared variables (see, e.g., [8]). At each node
g of s, we add a pointer to the adjacency list of g in the graph representation
of R. The nodes in the representation of ¢ are labeled by function symbols
and variables occurring in ¢. In fact, we have a graph representation dag(t)
of t and a tree representation tree(s) of s, since there are no variables to
share in s.

During the run of the algorithm, we follow the structures top-down both
in dag(t) and tree(s), comparing the node labels pairwise. Assume the label
of a nonvariable node f in dag(t) is an element of the adjacency list of the
corresponding node ¢ in tree(s), and ? > A for the degree d stored together
with f in the adjacency list. Then the DEC-M rule is applied and we proceed
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to the successor nodes of f and ¢ (pairwise), as usual. Otherwise we stop
(CLA-M rule).

When we reach a variable node z in dag(t) and a node g in tree(s),
we check whether there already exists a pointer from x to the root h of
some tree tree,. If not, we make a copy tree, of the subtree subtree(s, g) of
tree(s) rooted at g. It means that the adjacency lists of the nodes of this
subtree are also copied, not shared. We call the copies of those lists the class
labels. After that, we make a pointer from z to ¢ in tree,, and continue
with the next unvisited node-pairs in dag(t) and tree(s) (VE-M rule). If
treey, to which x points already exists, we go top-down in the trees tree; and
subtree(s, g), updating the class label at each node of treey,: if the class label
at some node in this tree is L, and the adjacency list of the corresponding
node in subtree(s, g) is Ls, we replace Ly in treey, by Li n Ly, provided that
L1 n Ly # &, and continue with the next unvisited node-pair. This process
corresponds to the MER-M rule, eagerly applied immediately after VE-M.
If either the intersection is empty, or one tree is deeper than the other, then
we stop with failure (the INC-M rule).

First we make the space analysis. The adjacency list representation of
R needs O(|Vg| + |Er|) space [16]. The graph/tree representation of the
matching problem requires O(n) space. All the copies of trees generated by
the VE-M rule may contain in total at most n nodes, each labeled with at
most |Vz| symbols, i.e., to store them we need O(n|Vg|) space. Hence, the
total amount of required memory is O(n|Vz| + |Er]).

For the runtime complexity, constructing the adjacency list needs O(|Vz H-
|Er|) time. Construction of the dag/tree representation of the matching
problem can be done in O(n) time [8]. Each node in dag(t) and tree(s)
is visited once. Hence, the structure traversal is done in linear time with
respect to n. Checking the membership of some vertex f from dag(t) in
the adjacency list of some vertex g in tree(s), needed in the DEC-M rule,
requires O(degree(g)) time. Since this check is performed O(n) times, and a
(rough) upper bound for vertex degrees is | Er |, we can say that the total time
needed for the adjacency list membership operation during the run of 9t is
O(n|ER|). Creating the copies of trees by the VE-M rule is constant for each
symbol, thus needing O(n|Vz|) time. Computation of intersections between
two proximity classes needs O(|Vg|) time. We may need to perform O(n)
such intersections, hence for them we need O(n|Vgz|) time. It implies that
the runtime complexity of the matching algorithm is O(n|Vz|+ n|Eg|). O
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4.4 Anti-unification

Similarly to matching, anti-unification does not need to store information
about proximity chains between terms. We can thus solve the problem in
one single stage. For keeping the consistency in the notation, our algorithm
will work not on the terms to be generalized, but on their xpc’s.

4.4.1 Problem statement

Definition 4.4.1. An X-term t is an (R, \)-X-generalization of a term s, if
every t € terms(t) is an (R, A)-generalization of s.

An X-term v is an (R, \)-X-lgg of t and s, if every r € terms(r) is an
(R, \)-lgg of t and s.

Usually, the anti-unification problem for terms in a fuzzy setting is for-
mulated as follows: Given a proximity relation R, a cut value A, and two
terms ¢ and s, find an (R, A)-lgg of ¢ and s.

As it was the case for matching, the anti-unification problem formulated
as above has finitely many solutions. Therefore, instead of computing all of
them, we will again be aiming at computing their compact representations,
this time in the form of X-terms. The reformulated version of the problem
solved by our algorithm will then be:

Given: a proximity relation R, a cut value A\, and two terms ¢ and s.

Find: an X-term r such that each r € terms(r) is an (R, A)-lgg of ¢ and s.

Unlike matching, there is not a single answer to this reformulated prob-
lem. But still, we will compute fewer X-lggs than lggs. Moreover, if we
restrict ourselves to linear lggs (i.e., those with a single occurrence of gener-
alization variables), then we get a single answer.

Example 4.4.1. Let R be a proximity relation defined as

R(al, (I) = R(CLQ, CL) = R(bl, b) = R(bg, b) = 05,
R(CLQ, CL/) = R(ag, 0/) = R(bg, b/) = ,R,(b;g, b/) = 06, R(f, g) =0.7.

Let t = f(a1,as,a3) and s = g(by,by,b3). Then x is the syntactic lgg
of t and s. As for proximity-based generalizations, for each of the following
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X-terms r, the set terms(r) contains all (R, A)-lggs of ¢ and s for different
values of A:

0<A<0.5: ry = {f,g}(x1, 21, 23).
terms(ry) = {f(z1, 21, 23), g(x1,21,23)}.

ry = {f, g}(x1, 22, 22).
terms(ry) = {f (21, 22, x2), g(x1, 22, 22)}.

0.5<A<06: r = {f,g}(z1, 22, 29).

terms(r) = {f(z1, 22, 72), g(71, T2, 72)}.

0.6 <A<0.7: r = {f, g}z, 29, x3).
terms(r) = {f<x17x27x3)7 g(l’l,l’g,xg,)}.

0.7<A<1: r==x.

terms(r) = {z}.

If we are interested only in linear generalizations, we will get a single

X-term (R, \)-lgg for each fixed A:

0<A<0.7: r = {f, g}z, 22, x3).
terms(r) = {f(xl,ﬂfg,l’g), g(xl,flfg,l‘g)}.

0.7<A<1: r=2x.

terms(r) = {z}.

4.4.2 The algorithm

Given R and A, for solving an (R, A)-anti-unification problem between two
terms ¢ and s, we create the anti-unification triple (AUT) z : xpc(t, R, \) =
xpc(s, R, \) where z is a fresh variable. Then we put it in the initial tuple {z :
xpc(t, R,\) = xpc(s, R, \)}; ; x, and apply the rules given below. They
work on tuples A; S;r, where A is a set of AUTS to be solved (called the AU-
problem set), S is the set consisting of AUTs already solved (called the store),
and r is the generalization X-term computed so far. The rules transform such
tuples in all possible ways as long as possible, returning ¢; S;r. In this case,
we call r the computed X-term. We denote the algorithm by &. The rules
are as follows:
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Dec-AU: Decomposition
{z:f(t,....t,) =g(s1,...,8,)}wA 5 r=
{yr i t1 =81,y ity 28, UA S;r{r— Fng) vy, u0)},
where n > 0, f ng # .

Sol-AU: Solving
{r:t=stwA S;r= A {z:t=s}uS;r,
if head(t) N head(s) = &.

Mer-AU: Merging
T {xy 1ty =81, Ta:tg =8t wS; r= J; {1 :t =s} U S, r{ry — 21},
ift:tll_lt275@andszsll_|8275®.

Note that MER-AU can be applied in different ways, which might lead
to multiple X-lggs.

One may notice that we do not have a rule for AUTSs containing variables.
This is because one can treat the input variables as constants. Then AUTs
such as = : y = y are dealt by the DEC-AU rule, and AUTs of the form
x:y = z with y # 2 are processed by SOL-AU.

Theorem 4.4.1. Given a proximity relation R, a cut value A\, and two terms
t and s, the anti-unification algorithm & terminates and computes X-terms
ry,...,r, n =1, such that Ul terms(r;) consists of all (R, \)-least general
generalizations of t and s (modulo variable renaming).

Proof. Like in Theorem 4.3.1, here also we have three parts: termination,
soundness and completeness.

Termination. The algorithm obviously terminates, since the rules DEC-AU
and SOL-AU strictly reduce the number of symbols in the AU-problem
set A, and MER-AU strictly reduces the number of symbols in the
store S.

Soundness. We will prove that if r € U terms(r;), then r is an (R, \)-
generalization of ¢ and s.

If r € Ul terms(r;), then r € terms(r;) for some 1 < j < n. It means
that there exists a derivation

& : xpe(t, R, \) = xpe(s, R\ 2 9y —*
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5 S; 900 - - - Oy, (4.5)

where 99 = Id, k > 1 and r; = 299, - - - 84. For reference, we denote
the tuple at step [ in this derivation by A;; .Si;r;. Observe that:

e by DEC-AU rule, whenever an AUT 2’ : t' = s’ appears in some
A; in this derivation (0 <! < k), then we have 2’ € V(28 --- &),
t' = xpc(t, R, )|y for some position p’ in xpc(t,R,\), and s’ =
xpc(s, R, A)|, for the same position p’ in xpc(s, R, \);

A

e by SOL-AU rule, the same is true for any z’' : t' = s, which
appears in some S; in this derivation (0 < < k) with A4; # ;

e by MER-AU rule, for any AUT 2’ : t' = s, which appears in
some S; in this derivation (0 <[ < k) with A; = ¢J, we have 2’ €
V(xS ---9), terms(t’) < terms(xpc(t, R, \)|) for some position
P’ in xpc(t, R, \), and terms(s’) < terms(xpc(s, R, \)|,) for the
same position p’ in xpc(s, R, ).

Coming back to the derivation (4.5), we prove that for all 0 < < k, if
891 - -+ 9; is an (R, \)-X-generalization of ¢t and s, then 28¢9 - - - 9,1
is an (R, \)-X-generalization of ¢t and s. For i = 0 it is obvious. We
assume that this statement is true for some 0 < ¢ < k£ and show it for
t + 1. We should look at all possible ways to make the step

Ai; Si; 2800 -9 = Az‘+1; Sit1; x000 - - Oy

e The step is made by DEC-AU. It means that the problem set A;
contains an AUT of the form x; : fi(t;,, ..., ti, ) = gi(siy, ..., 8i,)
with f;ng; # &, which is replaced in A;;; by new AUTs y; : t;, =
Sivs- o Yni ¢ b, =8, and By = {z; — (£ 0 gy, -, Un,) )
There is a position p in both xpc(t, R, \) and xpc(s, R, \) such
that xpc(t, R, )|, = fi(ti,, ..., t;, ) and xpc(s, R, N[, = gi(si,
.+++8i, ). In the same position p in ¢ and s, we have respec-
tively t, = fi(ti,, ... ti, ) € terms(fi(t;,, ..., t;, ) and s, = gi(si,,
.o+ i, ) € terms(s(Sy,, .-, 8i, ). Moreover, in the same p in the
X-term 2909 ---9; we have x; and we know (by the assump-
tion) that 2809, ---9; is an (R, A)-generalization of ¢ and s. Be-
sides, by definition of X-generalization, it is obvious that x;9;,1 =
(fi 0 g)(y1,- -, Un,) is an (R, A)-generalization of fi(t:,,... ¢, )



4.4. ANTI-UNIFICATION 97

and gi(si, - - -, s, ). By replacing z; with 2;9;11, we obtain that
x990 - - 99,41 is an (R, \)-generalization of ¢ and s.

e The step is made by SOL-AU. In this case, 29¢8; - 9,41 =
2999 - - - 9; and the statement holds.

e The step is made by MER-AU. In this case, S; contains two AUTSs

Tiy sty =8y, w1t =5, with t;, mt, # J and s;, s, # J.
In S;;1 these AUTSs are replaced by a single AUT z;, : t;, mt;, =
Si, M8, and &; 11 = {x;, — x;,}. There are two positions p; and py
in xpc(t, R, A) such that terms(t;,) < terms(xpc(t, R, \)|p,), =
1,2. From t;, mt,, # & we have terms(t;,) nterms(t;,) # & and,
as a consequence, terms(xpc(t, R, A)|p, ) nterms(xpc(t, R, A)|,,) #
. Similarly, we get terms(s;,) N terms(s;,) # .
Since 999 - - -9, is an (R, A)-X-generalization of ¢ and s, for any
q € terms(z9yYy - - - ;) there exist substitutions o, and o4 such
that qoy ~g » t and qos ~% \ s. For oy, we have z;, 04 ~g  t[,, and
Tiy0p 2R\ tlp,. For o, we have x;,05 ~g \ s|p, and 2,05 ~g x S|p,-
In 8¢9 - - - 9,41, we have z;, both in position p; and in position
p2. Let ¢, be a substitution such that dom(y;) = dom(oy)\{zs,},
xi, pr € terms(xpc(t, R, A)|p, ) nterms(xpc(t, R, A)|p, ), and yo, =
yoy for all y € dom(p)\{z;,}. Such a ¢, exists, since we have
shown that terms(xpc(t, R, \)[,,) N terms(xpc(t, R, \)|p,) # .
By definition, we know that every element of the set terms(xpc(t,
R, A)|py) N terms(xpe(t, R, A)|p,) is (R, A)-close to both t|,, and
tl,. Hence, z; 01 ~g \ t|p, and z;,¢¢ ~g \ t|p,. We can define g
analogously, and by a similar reasoning conclude that z;, ¢ ~z A
Slp, and ;@5 ~grA S|p,. For every position other than those
where z;, appeared in 8¢9, - - - 9;, the X-terms 2908, - - - 9,41 and
x99 - - - 9; coincide. Hence, for every g € terms(z809; -+ - 8;41),
we get qp; ~g \ t and g >~z » s, which implies that 28¢8--- 8,14
is an (R, \)-X-generalization of ¢ and s.

Hence, we proved that in the derivation (4.5), 8¢9 - - - 9 is an (R, \)-
X-generalization of ¢ and s. Since 8¢9 - - - &4 = r; with r € terms(r;),
we get that r is an (R, A)-generalization of ¢ and s, which proves sound-
ness.

Completeness. If r is an (R, \)-lgg of ¢ and s, then there exists r’ €
Ul terms(r;) such that r and 7" are equal modulo variable renaming,.
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We prove completeness by structural induction on 7.

First, assume r is a variable. Since it is an (R, \)-lgg of t and s, we
have terms(head (xpc(t, R, \))) N terms(head (xpc(s, R, A))) = &. But
in this case we apply the rule SOL-AU and get also a variable as a
computed X-generalization, which may differ from r only by the name.

~—

Now assume 7 = h(ry,...,r,). Then we have that ¢t = f(t1,...,tn
s = g(s1,...,5m), and h € f n g, where f = xpc(f,R,\) and g
xpc(g, R, A). We apply DEC-AU to the AUT z : xpc(t,R,\)
xpc(s, R, A) and obtain new AUTS y; : xpc(ty, R, A) = xpc(sg, R, \),
1 < k < m. Note that each ry, 1 < k < m, is an (R, \)-lgg of ¢, and sy.
Then by the induction hypothesis, for each 1 < k < m we compute r},
so that there exists 7, € terms(r},) which is a renamed copy of ;. We
combine the initial step DEC-AU with the derivations that compute r;
to obtain a derivation which computes (f n g)(r],...,r],).

rTm

9

b1l

However, this does not yet guarantee that (f n g)(r},...,r/ ) contains
a renamed copy of r, since by being an (R, A)-lgg, r might contain
the same variable in multiple positions (in different r; and r;), which
we have not captured yet. Let p;, and p; be such positions in r, con-
taining the same variable y, but having different variables y; and y;
in (f ng)(ry,...,r),). Since r is a generalization of ¢ and s, having
the same variable in p;, and p; implies that terms(xpc(t,R,\)|,) N
terms(xpc(t, R, A)|,,) # . Therefore, we get xpc(t, R, A)|,, m xpc(t,
R, A\)|p, # &. Similarly, xpc(s, R, A)|p, 1 xpc(s, R, A)|p, # . Hav-
ing different y; and y; in positions p; and p; in (f N g)(r},..., 1))
implies that we have y;, : xpc(t,R,\)|,, = xpc(s,R,\)|,, and y; :
xpc(t, R, A)|p, = xpc(s, R, A)|,, in the store in the derivation we just
constructed. But then we can extend this derivation by applying MER-
AU rule for y; and y; obtaining (f ng)(r,...,r},...,r],... 1)) which
reduces the difference with r in distinct variables. We can repeat these
steps as long as there are positions which contain different variables in
the generalization computed by us, and the same variable in r. In this
way, we obtain an X-generalization r’ of ¢t and s such that there exists

r’" € terms(r’) which is a renamed copy of .

]

Hence, the algorithm computes (R, A)-X-1ggs of the given terms. To com-

pute linear generalizations, we do not need the MER-AU rule. In this case
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the anti-unification algorithm returns a single X-term r such that terms(r)
contains all linear lggs of s and ¢ (modulo variable renaming).

Example 4.4.2. Let R be a proximity relation defined as

R(f,9) = 0.7,
R(ay,a) = R(ag,a) = R(by,b) = R(be,b) = 0.5,
R(CLQ, CL/) = R(ag, CL,) = R(bQ, b/) = R(bg, b,) = 0.6.
Let t = f(a1,as2,a3) and s = g(by, by, b3). Then the anti-unification al-

gorithm run ends with the following pairs consisting of the store and an
(R, M)-lgg, for different values of \:

0<A<05: store; = {z1 : {a} = {b}, x5 : {ag,a’} = {bs,b'}},
X-lgg, = {f, g}(a1, 1, 23).
stores = {1 : {a1,a} = {by,b}, x5 : {a'} = {b'}},
X-lggy = {f, gh(w1, w2, 22).
0.5 <A<06:  store={z:{a;} = {b}, zo: {a'} = {V'}},
X-lgg = {f, g} (21, 22, 22).
0.6 <A<0.7: store = {x1 : {a1} = {b1}, x2 : {az} = {bs},
w3 : {as} = {bs}},
X-lgg = {f, g}H(w1, 22, 23).

0.7<A<1: store = {x : {f(ay,a2,a3)} = g(b1,bs,b3)},
X-lgg = z.

The store shows how to obtain terms which are (R, A)-close to the orig-
inal terms. For instance, when 0 < A < 0.5, store; tells us that for any
substitution o from the set substs({x; — {a},z3 — {as,a’}}), the instances
of the generalizations f(z1, 21, x3)0 and g(z1, 21, x3)0 are (R, A)-close to the
original term ¢, i.e., f(z1,21,23)0 ~g t and g(z1,21,23)0 ~g ) t.

Similarly, for any substitution ¢ from the set substs({z; — {b},z3 —
{b3,b'}}) (which is also extracted from store;), the instances of the general-
izations f(xy,xq1,x3)0 and g(z1, z1, 23)0 are (R, A)-close to the original term
s, L.e., we have f(xy1, 1, 23)0 ~g\ s and g(x1, x1, 23)0 ~g ) S.

Now we illustrate how the first two X-lggs have been computed. Let A =
0.5. For the initial problem we take xpc(t,R,\) = {f, 9}({a1,a}, {az,a,d’},
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{ag, a,}) and ch(s7 R> )‘) = {gv f}({bla b}a {an ba b,}a {bda b,}) and proceed as
follows:

{z:{f, g}{ar, a}. {az, a,d'}, {as, a’}) = {g, F}({b1, b}, {b2, b, U}, {03, U'}) };
;T =Drc-AU

{z1: {a1,a} = {b1,b}, 22 : {ag,a,a’} = {by,b,b'}, x5 : {as,a’} = {b3,V'}};
DA f, 9} (w1, 72, 73) =501-AUx3

T {wy : {ay,a} = {by, b}, z2 : {ag,a,a’} = {by,b,b'}, x5 : {as,a’} = {b3,V'}};
{f, g} (21, 02, 73).

Now there are two alternatives: to merge either x; and x5 or x5 and x3.
In the first case, we get

i {1« {a} = {b}, w5« {as, a} = {bs, U'}}; {f, g} (21, 21, 3).

In the second case, the result is

iy {ar, a} = {by, b}y {a'} = {V'}}; {f, g} (21, 22, 72).

These are exactly the stores and X-lggs we have seen above, at the be-
ginning of this example.

Example 4.4.3. Consider again the proximity relation and the terms from
Example 4.4.2, but this times assume we are interested in linear generaliza-
tions. Then the stores and X-lggs are the following:

0<A<05:
store = {xy : {a1,a} = {b1,b}, x2 : {az,a,a’} = {by, 0,0},
x3:{ag,a'} = {b3,V'}}.
X-lgg = {f, g} (w1, 22, 3).
0.5<A<06:
store = {xy : {a1} = {b1}, 22 : {ag,d'} = {by, ¥},
x3:{as,a'} = {b3,V'}}.
X-lgg = {f, g} (w1, 22, 23).
06 <A<0.7:
store = {x1 : {a1} = {b1}, xo : {aa} = {ba}, x5 : {az} = {bs3}}.
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X-1gg = {f, g}(x1, z2, z3).

0.7< A< 1:
store = {37 : {f<a17a2;a’3)} = g(b17b2a b3)}
X-lgg = z.

Theorem 4.4.2. Let R = (Vg, Ex) be a proximity relation and \ be a cut
value. Assume t and s are terms with size(s) + size(t) = n. Then

e & needs O(n*|Vr| + |Er|) time and O(n|Vz| + |Er|) space to compute
a single (R, \)-X-lgg of t and s;

e & needs O(n|Vr| + |Er|) time and space to compute a linear (R, \)-X-
lgg of t and s.

Proof. To represent the relation R, we use adjacency lists in the same way
as we did for the matching algorithm (see the proof of Theorem 4.3.2). For
adjacency lists, the required amount of memory is O(|Vz|+|Fr|). The input
can be represented as trees in O(n) space. The same amount is needed for
the store. The generalization X-term contains O(n) nodes, each labeled with
at most | Vx| symbols. Hence, the total space requirement is O(n|Vg|+|Ex|),
and it is independent whether we compute a single (R, A)-X-lgg or a linear
(R, \)-X-1gg.

As for the runtime complexity, constructing the adjacency list representa-
tion is done in O(|Vz |+ |Er|) time. Besides, whenever DEC-AU or SOL-AU
is applied, we need to compute the intersection between proximity classes of
two function symbols, which needs O(|Vz|) time. Hence, applying these two
rules as long as possible requires O(n|Vz|) time. It implies that the runtime
complexity for computing linear (R, A\)-X-lgg of ¢t and s is O(n|Vz| + |Er|).

To compute an unrestricted (R, A)-X-lgg, we should further apply MER-
AU as long as possible. This may require O(n?) steps. At each step we
perform the intersection of proximity classes which, as we have already men-
tioned, is done in O(|Vg|) time. Therefore, exhaustive application of MER-
AU for computing one (R, \)-X-lgg of ¢ and s needs O(n?|Vg|). Together
with the complexity of maximal applications of the DEC-AU or SoL-AU
rules considered above, it gives the O(n?|Vz| + |Er|) bound for the running
time of computing a single (R, \)-X-lgg of ¢ and s. ]
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4.5 Conclusion

In this chapter we investigated three fundamental problems for approximate
automated reasoning: unification, matching and anti-unification, where the
approximation is expressed with fuzzy proximity relations. Fuzzy proxim-
ity is not a transitive relation, which makes these problems challenging. In
general, there is no single solution to them. The same holds for unifica-
tion, matching and anti-unification with tolerance relations, which are crisp
counterparts of proximity.

We developed algorithms that solve the mentioned problems, aiming at
computing a compact representation of solution sets. Our approach is based
on proximity classes, which relaxes certain restrictions imposed by the block-
based approach considered in the previous chapter. The class-based ap-
proach, in general, allows to solve more problems than it would be possible
by the block-based approach, and the problems might also have more solu-
tions. Therefore, a compact representation of solutions plays an important
role here. We use so called extended terms (X-terms) as such a compact
representation for a set of terms. In X-terms, instead of function symbols,
finite sets of function symbols are permitted. X-substitutions map variables
to X-terms, representing sets of substitutions.

When working with X-terms, the unification algorithm needs to keep
information about the chains of proximal terms, in order not to lose solutions.
For this purpose, we introduced copies of function symbols, called names,
and allowed them to be used in the X-terms. Our unification algorithm has
two stages. The first one - pre-unification - ends with a set of variable only
constraints, a set of neighborhood constraints, and a substitution. This stage
does not depend on the A-cut. The second stage solves the neighborhood
constraints by computing a finite set of name-neighborhood mappings. The
composition of each such mapping with the substitution obtained in the pre-
unification and each X-unifier of the variable only constraints set leads to the
set of X-unifiers of the original problem.

Our matching algorithm computes a single X-substitution solution for
solvable proximity (and tolerance) matching problems.

Like unification, proximity/tolerance anti-unification problems, in gen-
eral, do not have a single solution even if we restrict computed least-general
generalizations to X-terms. Our anti-unification algorithm computes a finite
complete set of X-lggs. If we consider the linear variant (i.e., if generalizations
are not permitted to contain more than one occurrence of each generalization
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variable), then the problem becomes unitary in the sense that there exists
a single linear X-lgg (which still represents a finite set of lggs as standard
terms), and our algorithm computes it.

All three algorithms are terminating, sound, and complete. Time and
space complexities of the algorithms are also analyzed.

Since all algorithms work with compact representations of the terms,
we have not included the explicit computation of the actual approximation
degree of the solutions, but it is easy. Each X-solution is a set of solutions, for
which a range of approximation degrees can be computed. We could therefore
store in the tuples on which the algorithms work, also the minimum and the
maximum approximation degrees computed so far, in the way we store the
actual computed approximation degree in the next chapters.

The current chapter allows only symbols with the same arity to be prox-
imal. The next chapter extends the algorithms presented above to permit
proximal function symbols with possibly different arities, similarly to the
analogous extension of similarity-based unification described in [1].
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CHAPTER 5
Proximity Relations for Fully
Fuzzy Signatures

The algorithms presented until now are powerful and cover many different
cases, but there is still room for improvement, as they can be extended in
various directions. An extension we discuss in this chapter tolerates mis-
matches for functional symbols not only in their names, but also in the arity
and argument order, thus considering fully fuzzy signatures. This extension
has been investigated for similarity relations by Ait-Kaci and Pasi [3], but so
far, no work has been done for proximity. This chapter covers exactly this
blank spot. Our algorithms for unification, matching, and anti-unification
generalize both our work described in the previous chapter, and the work
done for similarity, extended now to proximity. Below, we will first briefly
review the related work from in [3], followed by a detailed description of our
contribution in the rest of the chapter.

5.1 Notions and terminology

Argument relations and mappings. Given two sets N = {1,...,n} and
M = {1,...,m}, abinary argument relation over N x M is a (possibly empty)
subset of N x M. We denote argument relations by p.

An argument mapping is an argument relation that is a partial injective
function. In other words, an argument mapping 7 from N = {1,...,n} to
M = {1,...,m} is a function 7 : I,, — I,,, where I, € N, I,, < M and
|I,| = |I.|- Note that it can be also the empty mapping: 7 : & — .
Usually, for 7t : I, — I, we write m = {i — 7(7) | i € I,,}. The inverse of an
argument mapping is again an argument mapping.

An argument relation p € N x M is (i) left-total if for all i € N there
exists j € M such that (i,7) € p; (ii) right-total if for all j € M there exists
i € N such that (i,7) € p. Correspondence relations are those that are both

105
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left- and right-total.

Given a proximity relation R over F, we assume in this chapter that
for each pair of function symbols f and g with R(f,g) = « > 0, where
f is n-ary and g is m-ary, there is also given an argument relation p over
{L,...,n} x {1,...,m}. We use the notation f ~% , g. These argument
relations satisfy the following conditions: p is the empty relation if f or g is
a constant; p is the identity if f = g; f ~% , g iff g ~$’;; f, where p~! is the
inverse of p.

Proximity relations over terms. Recall that each proximity relation R
considered in this thesis is defined on F u V such that R(f,x) = 0 for all
feFand zeV, and R(x,y) =0 for all x # y, x,y € V. It is assumed that
for each f € F, its (R, \)-proximity class {g | R(f,g) = A} is finite for any
R and A.

We extended such an R to terms from 7 (F,V). In order to include our
newly defined argument relations, we extend it further in this chapter as
follows:

(a) R(t,s):= 0 if R(head(t), head(s)) = 0;

(b) R(t,s):=1ift =sand t,seV;

<C> R(tas) = ( g ) ( 1178j1) AN A R(timsjk)? ift = f(tlv"'7tn)7
s = 9(817 m)v f R,A 9, and p= {(i17j1>7"'7<ik7jk)}'

R(t,s) = A\, we write t ~g ) s.

5.2 Related work: similarity-based symbolic
techniques in fully fuzzy signatures

Unification for similarity relations in fully fuzzy signatures. First,
we review the unification rules introduced by Ait-Kaci and Pasi in [2]. They
work on configurations of the form P;o; &, where P is a unification problem
to be solved, o is a substitution computed so far, and « is the unification
approximation degree computed so far.

Tri-U-AKP: Trivial

{x :%7)\ z}w P;o; 0 = P;0;«.
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Dec-U-AKP: Decomposition

{f(tr, .. tn) 2 9(s1,- - 5m)} w Pios 0 —
Pufti~p, spu |1 <i<njoianp,

where 0 <n <m, f ~5 5 g,and B > \.

Elim-U-AKP: Variable elimination
{x =5\ t} w Pyoyoo = P{a — t};o{z — t}; o where x ¢ V(t).

Oril-U-AKP: Orient 1

{t :(7'?37)\ z}w Pio,a = {x 2(7?27A t}w P;o;«, where t is not a variable.

Ori2-U-AKP: Orient 2

{g(s1,. . sm) =g f(t1, ... ty)} w Piosx —
{f(tr, . tn) =3 9(s1, ..., 5m)} w Pios
where 0 < n < m.

As usual, to (R, A)-unify ¢ and s for a given similarity relation R and the
cut value A, one creates the initial unification problem {¢ :;’27 ) s} and applies
the rules as long as possible. The computed most general unifier o together
with its approximation degree o is collected from the final configuration
&; 0; «, if such a configuration is reached. Otherwise, the process ends with
the failure 1, indicating that the given terms are not (R, A)-unifiable.

Example 5.2.1. We illustrate similarity-based unification in fully fuzzy sig-
natures using an example taken from [2]. Let a,b,c,d be constants, f,g,!1

be binary function symbol, kA be a ternary function symbols and the relation

R be defined as a ~ro7 b, ¢ ~ro6 d, f ~1ia @ g, g ~L0 Y £, and

[ ~§é’1[’,.28)’(2’3)} h. We take the cut value A = 0.6. The algorithm performs the
following steps to unify h(z, g(y,b), f(y,c)) and I(f(a, 2), g(d, ¢)):

{h(z, 9y, ), f(y,0)) =g L(f(a,2), g(d, ))}; Id; 1 =>orm v axe
{{(f(a, 2),9(d,c)) 2;270.6 h(z,g(y,b), f(y,c))}; Id; 1 =>pec-u-akp
{f(a,2) 232,0.6 9(y,b), g(d,c) 2;2,0.6 f(y,c)}; Id; 0.8 =pec-u-akp
{a 2;)270.6 b, z 233,0.6 y, g(d,c) 232,0.6 f(y,c)}; 1d; 0.8 =pecu-akp
{2 2;2,0.6 Yy, g(d,c) :{7?2,0.6 f(y,c)}; 1d; 0.7 =Ejim-u-akp

{9(d,c) 2;z,o.fs f(y, e}z = y}; 0.7 =>pecu-ake
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{d 2;3,0.6 ¢ C 2;%,0.6 y}; {2z — y}; 0.7 =pec-u-akp
{c 2;2,0.6 y}; {2 — y}; 0.6 =0ri.u-akp

{y :%,0.6 c}; {2z — y}; 0.6 = giim-u-akp

i{z = c,y — c};0.6.

To verify, we have

h(z,g(y,b), f(y,c){z — ¢,y —c} =
h(z, g(c,b), f(c,c)) ~ro6 L(f(a,c),g(d,c)) =
I(f(a,2),9(d,c){z = c,y = c}.

Anti-unification for similarity relations in fully fuzzy signatures.
The anti-unification rules given in [2] are formulated differently from those
that we show below. We chose to present them in the notation that is closer
to ours. There are a couple of other differences in the presentation, namely:

e we do not show rules that deal with variables occurring in the input
terms. They can be easily modeled by constants that are proximal only
to themselves;

e we assume the A\-cut given and compare the symbol proximity degrees
to A, while in [2] there is no such cut and the rules proceed if the
proximity between symbols is positive.

The rules are the following (the name abbreviations are combined with
AU for anti-unification and with AKP for the last names of the authors of
[2], although the rules do not follow their notation):

DL-AU-AKP: Decomposition left
{: f(t1,...,tn) = g(s1,...,8m)} wA; S 00 =

{yiti = spmy | 1<i<nfuA;Sir{r— f(yi, .., Ya)};x A B,
where f ~% 5 g, B > X, and 0 <n < m.

DR-AU-AKP: Decomposition right
{x: f(tr,. . tn) = g(s1,. -, Sm)} w A; S;r; o0 =

{vi itoy 2 si | 1<i<mpu A Sir{r— gy, ym)}; ¢ A B,
where g ~% 5 f, B > ), and 0 <m < n.
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Sol-AU-AKP: Solve
{r:t2stwAS;rma= A {x:t=s}uS;r,anf,
where R(head(t), head(s)) < .

Mer-AU-AKP: Merge
A;Sw{ry ity = 51, g 1 to = So}iT 00 =
As{zy ity = 51} 0 Syr{zy — x1}00 A B1 A Bo,
where R(t1,t2) = 1 = X and R(s1,52) = B2 = A

To anti-unify ¢ and s, as usual, one creates the initial configuration

A

{z :t = s};F;x;1 and applies the rules as long as possible. The termi-
nal configuration has the form ¢J; S;r; &, from which one can extract

e the generalization r of t and s,

e the substitutions o, and o, that match r respectively to t and s, defined
asoy={y—t|y:t'=sdeStandoy;={y— s |y:t' =5 €S},

e and the generalization degree «
such that roy ~g  t and ros >~z 4 s.

Example 5.2.2. We illustrate the described anti-unification algorithm with
an example which is a modified version of a similar example from [2]. Assume
a,b,c,d,e are constants, f, g, and [ are binary function symbols, and h
is a ternary function symbol. Let the similarity relation R be defined as

a~rorb c~roed, f~ 72052 (22)} g,9 ~ {(1 1 (22) f,and [ ~ 1019)’(2’2)} h. Let
the cut value be A = 0.5. Then the algomthm performs the following steps to
(R, A)-anti-unify the terms ¢t = h(g(b, e), f(e,c),e) and s = I(f(a,d), g(c,c)):

{z:h(g(bye), fe,c),e) =1(f(a,d),g(c,c))}; &;x; 1 =>pr.av-akp
{y1:9(be) = fla,d), ya: fle,c) = gle,0)}; T5l(y1,y2); 0.9 =>pLav-ake
{z1:0=a, zp:e=d, ys: f(e,c) = g(c,0)}; T;

1(9(21,22),92); 0.8 =>pL-AU-AKP
{maie=d, y2: f(e,c) = glc,0)}; B; Ug(b, 22),y2); 0.7 == s0-au-akP
{y2: fle.c) = gle, )} {z : e = d};1(g(b, 22),42); 0.7 =>pL-AU-AKP
{ur:e=c, ug:c=cl{z:e=d};l(g(b, 22), f(ur,u2)); 0.7 =gor.Au-AkP

{ug:c=c}i{zee=d, uy:e=chl(g(b,2), flur,uz)); 0.7 =>pL av-akp



110 5. FuLLy Fuzzy SIGNATURES

I {22 re=d, up e = chl(g(b, 22)7 f(u1,¢)); 0.7 =>Mer-au-akp
Diur s e = ¢} Uglb,wr), f(ur, €)); 0.6.

Hence, the computed generalization is [(g(b, u1), f(u1,c)). We extract the
substitutions o, = {u; — e} and o5 = {u; — ¢} from the computed store
{uy : e = ¢}. The computed approximation degree is 0.6. We have:

o Ug(b,w), f(uy,¢))or = ,¢)) =ro6t = h(g(be), f(e c)e)
Note that I(g(b,e), f(e, )) 27&,0.6 h(g(b,e), f(e,c),e) holds because of
(g(b 9

(g
R(l(g(b,e), fle,c)), h

b l(g(bvul)>f(u1ac))as = (g(bac)vf(cac)) =R0.6 S = l(f(CL?d)?g(C?C)):
Note that (g(b,c), f(c,c)) ~ro6 (f(a,d),g(c,c)) holds because of

R(U(g(b, c), f(e,0)), U(f(a,d), g(c,c))) = 0.6.

5.3 Unification in fully fuzzy signatures

In this section we assume that all argument relations are correspondence
relations. First, we formulate two technical lemmas that will be useful later,
when we discuss the algorithm.

Lemma 5.3.1. If all argument relations in R are correspondence relations,
then for any A-cut: (a) t ~g x s implies V(t) = V(s); (b) no term is (R, \)-
close to its proper subterm.

Proof. We prove (a) by structural induction for terms. If both ¢ and s are
variables, then ¢ ~% ) s implies ¢ = s. If they are nonvariable terms t =
flt1...,ty) and s = g(s1,...,8,) with f ~%7)\ g, then the correspondence
property of p implies the following: for each t; there is s; such that t; ~z » s;
and, hence, by the induction hypothesis V(t;) = V(s;), and vice versa: for
each s; there is t; such that s; ~g ) t; and, hence, by the induction hypothesis
V(s;) = V(t;). Therefore, V(t) = Ui V(t;) = UL, V(s;) = V(s).

To prove (b), by the definition of correspondence relations, a non-constant
term cannot be (R, \)-close to a constant. According to the definition of
proximity, no nonvariable term is (R, A)-close to a variable. By structural

induction over terms we get that no term is (R, A)-close to its proper subterm.
]



5.3. UNIFICATION IN FULLY FUZZY SIGNATURES 111

A set of (R, A)-equations {x ~g ) s} w P contains an occurrence cycle
for x if s ¢ V and there exist term-pairs (zo, So), (21, $1), .., (Zn, Sp) such
that ¢ = x, s9 = s, and for each 0 < ¢ < n the set P contains an equation
T; R\ S OF 8 ~g .\ T; With x;41 € V(s;), where z,41 = .

Lemma 5.3.2. Let all argument relations in ‘R be correspondence relations.
If a set of (R, \)-equations P contains an occurrence cycle for some variable,
then P has no solution.

Proof. By Lemma 5.3.1, no term can be (R, A)-close to its proper subterm.
Therefore, equations containing an occurrence cycle cannot have a solution.

]

5.3.1 Unification rules

Now we formulate a unification algorithm in a rule-based way. The rules
work, as usual, on unification configurations, which here are triples P;o; «,
where P is a unification problem, ¢ is the substitution computed so far, and
« is the approximation degree, also computed so far.

Tri-U: Trivial

{x :;”37}\ r}w P;o;a0 = P;o; .

Dec-U: Decomposition
{f(te, ... tn) 23\ 9(s1,. ., Sm)} w Pios ot —
P U {t; =5, 85| (4,4) € plos e A B,
where n,m >0, f ~% 5 g, and B > \.

Cla-U: Clash
{f(tr, .. tn) 2o\ 9(s1,- - sm)}w Piosao— L, if R(f,g) <\,

Ori-U: Orient

{t 2;’3)\ z}w Pio;aa = Pu {x :;3’,\ t}; o« if ¢ is not a variable.

Occ-U: Occurrence check
{x :7?3»\ g(s1,...,8p)}w Pyooo = 1,

. ?
if {x ~5, g(s1,...,5,)} w P has an occurrence cycle for z.
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Var-E-U: Variable elimination

{& =5\ g(s1,...,sx)} w Piosa = PO U {v; =%, s; | (4,]) € p}i o0 x A B,
where:
{z :;';7)\ g(s1,...,8,)} w P does not contain an occurrence cycle for z,
V= {x— f(v,...,v,)} with fresh variables vy,..., v,

f~%p g with B =\

n,m = 0.

Given a unification problem P, we create the initial system P;[Id;1 and
start applying the unification rules in all possible ways, generating a complete
tree of derivations in the standard way. The Var-E-U rule causes branching,
since there can be multiple f’s satisfying the condition there. No rule applies
to L or to a variables-only configuration {z; :%7/\ Yy -y Tp :%A Yn}. In the
latter case we say that o is the computed approximation degree, o|y(p) is the
computed substitution, and {1 ~g\ y1,...,Tn g Yn} is the computed
constraint. We denote the obtained unification algorithm by 4z,

5.3.2 Examples

In the examples below it is assumed that R(sym,, sym,) = 0 for any pair
of distinct symbols sym,; and sym, except those for which the proximity is
explicitly given.

Example 5.3.1. Let f, h be binary, and g unary function symbols, and let
a, b, c be constants with:

1,1),(2,1
R

1,1),(2,2
[~k h,
a ~R,0.5 b.

b ~R,04 C.

Let the unification problem be P = {f(z,z) ~go4 f(9(a),h(a,c))}. Then
the algorithm iz, starts with decomposition:

{f(2,2) ~g o4 Fl9(a), Ma, c))}; 1d; 1 =>pecy
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{x 2'32,0.4 g(a)a x 2;370_4 h(a, C)}, [d, 1.

From here there are two ways to proceed by Var-E-U on x ~% 4 g(a):
by choosing the variable eliminating substitution either {z — g(v)} or {x —
f(v1,v2)}. The former one leads to failure, since R(g, h) = 0. Therefore, we
show here only the second derivation:

{ZL’ 2;3,0.4 g(a’)7 z 2;}2,0.4 h'<a7 C)}7 [du 1 = Var-E-U

{01 ~R04 @ V2 > 04 G, f(U1,02) >R 04 h(a,0)}; {z — f(ur,v2)};0.6.

Here we have two alternatives by Var-E-U, on each of v; and vy. The
alternatives for vy, both {v; — a}, and {v; — b}, may lead to success.
For vy, the first alternative chooses {vy — a}, and ends up in failure since
R(a,c) = 0, while the second alternative, {vy — b}, is successful.

From all possible 4 branches, we directly present the final configuration
obtained on the branch with {v; — b, vs — b}, and show here only the other
successful derivation, for {v; — a, vy — b}:

{v1 =R 04 0,02 =4 @, [(V1,02) 27 04 hla,¢)};

{z — f(v1,12)};0.6 :>%/'ar—E—U
{f(a,b) :;270_4 h(a,c)}; {x — f(a,b), vy — a,vg — b};0.5 =>pecy
{a 3;2,0.4 a,b 232,0.4 cti{z = f(a,b),v1 = a,va — b};0.5 :]%ec—U
T {x — f(a,b),v; — a,ve — b};0.4.

The substitution computed in this derivation is oy = {z — f(a,b)}. It

solves P, because f(f(a,b), f(a,b)) ~ro04 f(g(a),h(a,c)).
On the branch where we take {v; — b,uy — b} we get o9 = {x —

f(b,b)} and &« = 0.4. It also solves P, because f(f(b,b), f(b,b)) ~roa4
f(g(a), h(a,c)).

If we took the A\ > 0.4, there would be no solution.

This example is, in fact, a matching problem since variables did not ap-
pear in the right side. Now we consider a case when variables appear in both
sides.

Example 5.3.2. Assume p is a unary function symbol, ¢, g, and h are binary,
f is ternary, and a, b, ¢ are constants such that:

1,1),(1,2
p N%,,Oj)( & q,
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{(1,1),(2,2),(3,1)}
/ ~R,0.6 g,

1,2),(2,1),(3,2
N

%]
b ~R04 C

Consider the unification problem P = {p(z) ~% o4 ¢(g9(u,y), h(z,u))}.
Then U, stops with the configuration S;o; & where:

S — U? u? 7 ?
= {u, SR04 U V2 =R 04 Y, V2 =R 04 % V3 =R 04 u},

o ={x— f(v,v9,03)},

x = 0.5.

For illustration, we take three unifiers of P: 1,15, and 13 together with
their approximation degrees (31, 2, and 3, and show how they can be

obtained from S;o:

1. Yy ={z— f(u,z,u),y — 2z} and 1 = 0.5.

The instance of S;o under ¢ = {y — z,v; — w,vy — 2z,v3 — u}:
Sp = ~7 ~l d _

Y = {U’ —R,0.4 u, z —R,0.4 Z} and o@ = {J}' = f(%Z?U)ay = Z,U1 />
U, Vg > 2, V3 — U}.

Sy is solved and (0y)|yp) = V1. Besides, o > ;.

. 192 = {ZEHf(Ua@U)a?J'—’b,Z'—’b} and 62:05

The instance of S; o under ¢ = {y — b, z — b, vy — w, vy — b, v3 — u}:
S = {u :7?370,4 u, b :3270'4 b} and op = {x — f(u,b,u),y — b,z —
b, vy — u, vy — b, V3 — u}.

Sy is solved and (0y)|y(p)y = V2. Besides, « > 3.

3 ={x— f(u,c,u),y — b,z — ¢} and B3 = 0.4.

The instance of S; o under ¢ = {v; — u,v9 — ¢,y — b, 2z — ¢, v3 — u}:
? 7 7 _

Sp = {u ~r04 U C =R oy bC g gy ct and op = {z — f(u,c,u), v, —

U, Vg — ¢,y — b,z — ¢, v3 — u}.

Sy is solved, and (op)|yp) = U3. Besides, & > 3.
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This example explains why s,; stops at variables-only configuration. If
it went further from S;o; & as usual and eliminated y, vy, ve, v3 by {y —
Z,v1 — u, vy — z,v3 — u}, we would end up with the configuration &; {x —
fu, z,u),y — z,v1 — u, vy — z,v3 — u}, computing the unifier ¥; as above,
but it would not be more general than the unifier 3. (Recall: more generality
is defined by equality, not by proximity.)

5.3.3 Properties of algorithm

Theorem 5.3.1. The decision problem of (R, \)-unifiability with arity mis-
match is NP-hard.

Proof. By reduction from positive 1-in-3-SAT. Consider the argument cor-
respondence relations' p; = {(1,1),(2,2),(3,3)}, p2 = {(1,3),(2,1),(3,2)},
ps = {(1,2),(2,3),(3,1)}, and assume h; ~f , f and h; ~j, g for each
1 <4 < 3. Then each positive 3-SAT clause x1 v 2 Vv x3 can be encoded as two
proximity equations y 2;2,)\ f(zq,29,23) and y 2%,/\ g(1,0,0), where 1 and 0
are constants. Their unifiers force exactly one x to be mapped to 1, and the
other two to 0 ({y — hi(1,0,0), 21 — 1,29 — 0,23 — 0}, {y — h2(0,1,0),
1 — 0,29 — 1,23 — 0}, and {y — h3(0,0,1), 2y — 0,29 — 0,23 — 1}).
The reduction is polynomial and preserves solvability in both directions. [J

Below we state the properties of the algorithm ;.
Theorem 5.3.2. iUy, terminates for any input.

Proof. According to [41], for a syntactic unification problem P, the maximal
depth of terms in an mgu of P does not exceed the size of P (i.e., the
number of symbols in P, denoted by size(P)). Due to the definition of
proximity between terms, no proximal mgu can be deeper than a syntactic
mgu. Therefore, the same bound applies to (R, A)-unification problems.

Given a variable v and a substitution o, let md,(v) be the natural number
that denotes the mazimal depth at which this variable occurs in the range of
o. If v does not appear in the range of o, then md,(v) = 0.

To an (R, A)-unification configuration P;; 0;; o;, we associate the multiset
M; = {md,,(v) | v € V(P;)}. Then, for the initial configuration Fp;o; &g,
where 0¢ = Id, we have My = {0,...,0} with |My| = |[V(F)|. These mul-
tisets are ordered by the multiset extension <,,, of the standard natural

! Actually, these relations are total bijective functions.
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number ordering, defined in [18] as follows: for two multisets M and M’, we
say that M'" <0 M if M/ = (M\X) uY, where X and Y are multisets such
that @& # X < M, and for all y € Y there exists x € X with y < z.

When Var-E-U transforms P;;o0;; «; into Piyq;0,11; ;41 with the sub-
stitution 0,11 = oi{z — f(vr,...,vm)}, we get V(Py1) = (V(P)\{z}) U
{v,..., v} and md,,,, (v1) = -+ = mdy,,, (V) = 1 + md,,(x). Hence, we
have My = (M\{md,,(2)}) v {md,,,,(v1),...,mds,,, (vm)}. Therefore,
M; <,nu M;q after the application of Var-E-U.

On the other hand, occurrence cycle check in Var-E-U prevents an un-
controlled growth of the multisets. Thus, with each derivation we get the
chain My = -+ = M;, <pu Miyp1 = -+ = My, <pus Miy11 = -+ <pui
{size(P) + 1}, where iy, ... are the steps when Var-E-U is used. Since the
chain is bounded, Var-E-U cannot be applied infinitely often.

From the other rules, Tri-U and Dec-U do not affect the multisets and
strictly decrease size(P). Var-E-U may increase the size but, as we said above,
it may be applied only finitely many times. Therefore, Tri-U and Dec-U
cannot be applied infinitely often. Ori-U does not change the multisets and
the size, but strictly decreases the number of equations of the form ¢ ~% , =,
where t is not a variable. The number of such equations may grow after the
application of Dec-U or Var-E-U, but it can happen only finitely many times.
Therefore, Ori-U cannot be applied infinitely often either. The failure rules
stop immediately. Hence, s, is terminating. O

Lemma 5.3.3. Given R, A\, and an (R, \)-unification problem P:
1. If Pyo; o0 == L in Upy, then P has no solution.

2. If Pyo;x = P';00; 0 A B in Ypy and ¢ is a solution of P' with the
approzimation degree 'y, then ¥ is a solution of P with the approxi-
mation degree 3 Ay.

Proof. In 1), if the step is made by the Cla-U rule, then it is obvious that
P has no solution. If the Occ-U rule is used, then the theorem follows from
Lemma 5.3.2.

To prove 2), we shall consider each non-failing rule. The nontrivial cases
are Dec-U and Var-E-U.

In Dec-U, the transformation is {f(t1,... . t,) ~%\ g(s1,...,8m)} @ P;
o0 = P u{t :;2’/\ s; | (i,7) € p};o;00 A B, where n,m = 0, f N%,B g,
and B > A If ¢ is a solution of P u {t; ~5 , s; | (i,j) € p}, we have
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deg(P¢)AA(i7j)ep R(tip,sjp) =7v = A. But then deg(Pp) AR(f(t1,. .., tn)e,
g(s1,....sm)p) = B Ay. Hence, ¢ is a solution of {f(t1,...,tn) 5,
9(81,...,8m)} w P with the approximation degree Ay = A.

In Var-E-U, the step is {x :;3,/\ g(s1,...,8n)}w P;0; 00 = P U {v; 2;&/\
s; | (i,7) € p}; 00; axn B, where 9 = {z — f(vy,...,v,)} withvy,. .., vy, fresh
variables, and f ~§, ¢ g with § = X. If ¢ solves P9 U {v; ~3 , s, | (i,7) € p},
we have deg(PYp) A N\ je, R(Vip,850) = v = A. But then deg(Pg) A
R(x¢, g(s1,...,8,)00) = deg(PIp) A R(f(v1,...,0m)p, g(S1,. .., Sn)p) =
B Ay, and thus, ¢ is a solution of {z 2(7?2)\ g(s1,...,8,)} w P with the
approximation degree 3 Ay = A ]

Theorem 5.3.3 (Soundness of ts,;). Let P;Id; 1 =—* S; 0; « be a derivation
in Upy where S; 05« is a variables-only configuration. Let ¢ be a unifier of
S with the approximation degree 3. Then oy is a unifier of P with the
approzimation degree x A 3.

Proof. Induction on the derivation length, using Lemma 5.3.3. [

Theorem 5.3.4 (Completeness of $l5,;). Let P be an (R, \)-unification prob-
lem and ¥ be its unifier with the approximation degree 3. Then there ex-
ists a deriwation P;ld;1 =" S;o;0 in Upy, where S;o; is a variables-
only configuration with o« > 3 and there exists a unifier @ of S such that
(0@)lvir) = Flvp)-

Proof. The existence of a derivation in y,; that ends in a variables-only con-
figuration follows from Theorem 5.3.2, Lemma 5.3.3 and from the assumption
that P is solvable.

We now construct recursively the desired derivation and the substitution
@ using . For the initial configuration P;Id;1 we take o = Id, o = 1,
¢ = 9. Then « > B and (0p)|yp) = Jlyp) hold. Next, we take Cy =
{t Z;E,A s} w Py;00; g and assume that g is a unifier of {t z%/\ s} w Py
such that (oopo)|vpy = Y|vp) and ay = B. We prove that there exists a
configuration Cy = P;;01; 04 and a unifier ¢; of P such that Cy = (4,
(a101) vy = Flvpy and o = B.

From the four non-failing rules that can perform the step Cy, = C}
only Var-E-U with ¢ = x and s = g(s1,...,5,) is non-trivial. Since ¢y
solves {x =%, g(s1,...,8,)} w Py, we have zpg = f(ry,... 1) for an f
with f ~% 5 g and r; ~gy s; for all (i,j) € p. Note that $; = . Then

Pl = {vi 2;3,)\ Sj ’ (27]) € p}UPOT/% 01 = Uow Whefeﬁb = {l’ = f(/Uh- L ,'Um)},
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and oy = &g A B1. Take @1 = vy, where v = {v; — 1; | 1 < i < m}. Then
¢y solves Py, since (i) yp1 = yypo for all y € V(Po)\{x} (ii) vk = 7y for
all 1 < k < m; and (iii) v;p1 ~g s; for those v;’s for which (4, 7) € p.

Moreover, (01S01)|v = (o0¥vo) vy = (0o{z — z@0}reo)|vip) = (ooiz —
TP fpov)|vip) = (00<P0V)|V(P) = (oowo)lvipy = Vv Finaﬂ}’, oo = B,
because &g = 3, B1 = B, and o; = xg A Br. ]

5.4 Matching in fully fuzzy signatures

For the matching with arity mismatch problem we do not need restrictions on
argument relations. This leads to a peculiarity, namely the matchers do not
have to be ground substitutions. For instance, if f is binary, and g and h are
unary symbols with f ~ R2 1)} and [ ~ R2016} h, then 0 = {x — f(y,a)} is a
matcher of f(z,r) <ros f( (a ), h(a)) with the degree 0.6. In fact, o is more
general than any other solution of this problem. Analogously to unification,
we will use the notion of most general solution for matching problems and
write (R, A)-mgm for most general (R, A)-matchers.

In this section we need to extend the definition of the (R, \)-proximity
class pcg \(s) of a term s, to also include the argument relations, as follows:

Per(2) i= {}.
(

pcRyl\(g S1y+vs8m)) i= {f(tl, . ,tn)‘

g %,B f, B = A, fis n-ary, and for each 1 < j < n,

tj € pCR,)\(S’i>7 if (27]) €,
ort; =wv, if forno i, 1 <i<m, (3,5) € p,
where v is a fresh variable}.

We will also need the operation M of merging two terms, defined as:

(i) M t =t Mz :=t for any variable z and term ¢;
(i) f(tr,.. o tn) M f(s1,...,8,) = f(t1 M sy, ..., t,MNs,), n=0;

(iii) ¢ M s is undefined in any other case.

5.4.1 Matching rules

To solve a matching problem ¢ <7 , s, we create the triple {t <% , s}; ;1
and apply the rules below. They work on triples M;S; «, where M is a set
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of matching equations to be solved, S is the set of solved equations of the
form x ~ s, and « is the approximation degree computed so far.
The matching rules are the following:

Dec-M: Decomposition
{f(tr, . tn) S 9(s1, - 8m)} w M; S0 —>
Mo {ti Sx 55| (3,5) € p}; Sy A B,
if n,m =0 and f ~fp ;g with B > A,
Var-E-M: Variable elimination
{x 5;’17)\ stwM;S;o= M;Su{x~thonp,
where t € pcg ,(s) and R(t,s) = B = A.
Mer-M: Merging
M {z~t,x~s}wS;a= M;S v {x~tNs};«, if t M s is defined.
Cla-M: Clash
{f(t1,... tn) 5;’3)\ g(s1,. oy 8m)}w M;S; o0 = || if R(f,g) <A\
Inc-M: Inconsistency
M {x~t v ~stwS;a=— 1, if ¢ M s is undefined.

The matching algorithm 9%, uses these rules to transform triples as
long as possible, returning either L (indicating failure), or ¢f; S; « (indicating
success). In the latter case, each variable occurs in S at most once. Therefore,
from S one can obtain a substitution g := {z — s | z ~ s € S}. We call it
the computed substitution.

We call a substitution o an (R, A)-solution of an M; S pair, iff o is an
(R, A)-matcher of M and for all z ~ t € S, we have zo = t. We also assume
that L has no solution.

5.4.2 Example

Example 5.4.1. Assume p, g and h are unary symbols, ¢ is binary, f is
ternary, and a, b, and c are constants such that:

{(1,1),(1,2)}

~

R,0.7 )
1,1
f “%,o_g} g,
3,1
f~ros b
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%]
b ~R04 C

We consider the matching problem p(z) <% o4 4(g(a),h(c)) and show
only the successful derivations. They start with:

{p(x) 5;2,0.4 q(g(a),h(c))}; D51 =peem

{z 53204 g(a), x <7204 h(c)}; ;0.7 =varem
{r < R04 h(c)};{z ~ f(a,v1,v2)};0.6

and then continue by Var-E-M in two different ways:

It &; {x ~ (a Ul,Uz) f(U3,U4,C)};0-5 =Mer-M
Fi{z ~ f(a,v1,0)};0.5.

2: Fi{z ~ fla,v1,v2), 0 ~ f(v3,04,0)}; 0.4 =>pMerm
i {x ~ fla,v1,0)};0.4.

The computed substitutions {x — f(a,vi,c)} and {x — f(a,v;,b)} are
matchers of the original problem with the approximation degrees 0.5 and
0.4, respectively.

5.4.3 Properties of algorithm 91,

Remark 5.4.1. In Theorem 5.3.1, we proved the NP-hardness of unification.
NP-hardness can be also shown for well-moded unification problems. They
are special unification problems in which the equations can be ordered as
to R\ S0y -« - tn R\ Sn, With so ground and V(s;) < u?;%V(tj), 1<i<n.
Hence, ty ~g x S0 is actually a matching problem ¢ 5;@\ so. If we solve
these equations from left to right, the s’s get ground as we move. Thus,
we will encounter only matching equations. The encoding in the proof of
Theorem 5.3.1 can be expressed as a well-moded unification problem, written
as matching equations y < R/\ 9(1,0,0), f(z1,z2, x3) 5%’)\ y. Hence, the
decision problem for well-moded proximity unification is NP-hard.

Lemma 5.4.1. Let M;; S1; 0 = My; So; 00 A B be a step made by M. If
¥ is an (R, A)-solution of My; S with the approzimation degree vy, then ¥ is
an (R, \)-solution of My; Sy with the approzimation degree 3 A y.

Proof. By the definition of a solution, the lemma holds for Dec-M and Cla-
M. The definition of M implies it for Mer-M and Inc-M. For Var-E-M, by the
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definition of pc, we have 20 € pcg ) (s) iff R(29,s) = B = A, which implies
that ¢ with 20 = ¢ is an (R, \)-matcher of z <%, s with the degree f3.
Therefore 1 is a solution of Mi;S; with the degree 3 A vy. ]

Theorem 5.4.1. Given an (R, \)-matching problem t 5;3,,\ s, the matching
algorithm My, terminates and computes a substitution o that is an (R, \)-
matcher of t to s.

Proof. We prove termination and soundness separately.

Termination. The rules Dec-M and Var-E-M strictly reduce the size of M.
Mer-M does the same for S, without changing M. Cla-M and Inc-M stop
immediately. Hence, My, strictly reduces the lexicographic combination
(size(M), size(S)) of sizes of M and S, which implies termination.

Soundness. Let {t {;w st F:1 =" ;S; « be the derivation in My, that
computes 0. Then o is a solution of ¢; S. By induction on the length of the
derivation, using Lemma 5.4.1, we can prove that ¢ is an (R, \)-matcher of
t to s. O]

Theorem 5.4.2. Given an (R, \)-matching problem M and its solution ¥,
the algorithm Mg,y computes a substitution o such that 9 Mxo = xv for all
x in M.

Proof. This theorem essentially says that for an x occurring in the matching
problem, if r; = z¢ and ry = xo, then ry and r9 have exactly same structure
(otherwise 1 M7y would not be defined) and they may differ from each other
only at those positions where ry contains a variable.

We need to construct a derivation that computes o. The construction will
be guided by ). The only steps in the derivation that take into account
are Var-E-M steps. When we transform {x $%7/\ s}wM;S;octo M;Su{r~
t}; & A B, we will construct ¢ based on z19: if p is a position in ¢ where by the
definition of pcy ,(s) we should have a function symbol, then this symbol
is chosen as the one that appears in x1) at position p. The fact that 9 is a
solution for M ensures that the chosen symbol is included in pcg ,(s). When
t does not need to have a function symbol in p, it will have a variable, and
such positions do not play a role in the proximity of ¢ with s. All equations
for the same x in S are constructed in this way. Mer-M merges them by
replacing some variables by terms in x19. Therefore, if a subterm r occurring
at position p in zo differs from the subterm at the same position p in z9,
then r is a variable. Hence, ¢ M xo = x1 for all z in M. ]
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Corollary 5.4.2.1. Given an (R, \)-matching problem M and its solution
v, the algorithm My computes a substitution o such that xo <g x9 for
all x in M.

5.5 Anti-unification in fully fuzzy signatures

Computing an (R, A)-generalization of some terms ¢ and s, with fully fuzzy
signatures, raises some unattainable challenges — as it will be seen below — if
we formulate the problem as we did in the previous chapters. Therefore, we
will consider in the following section slightly modified variants of the problem,
that allow us to generalize the terms. We start with extending some of the
notions that were previously used.

5.5.1 Additional notions

In this section we extend the set of variables V, with a special symbol _ (the
anonymous variable). The set of fixed arity function symbols F stays the
same. The set of non-anonymous variables V\{_} is denoted by V~. When
the set of variables is not explicitly specified, we mean ).

The set of terms T (F,V) over F and V is defined in the standard way,
with _ being included in V. Terms over T (F, V™) are defined similarly, except
that all variables are taken from V. For a term ¢, V(¢) remains the notation
for the set of all variables, while V= (¢) denotes the set of all non-anonymous
variables appearing in t. By default, variable means an element of V and
term means an element of 7 (F, V). We will make it explicit when we will be
talking about variables from V™~ and terms from 7 (F,V~). A term is called
linear in this context if no non-anonymous variable occurs in it more than
once.

The deanonymization operation deanon replaces each occurrence of the
anonymous variable in a term by a fresh variable. For instance, we have
deanon(f (., z,9(2)) = f(¥,x,9(y"))), where y' and y” are fresh. Hence,
deanon(t) € T(F, V™) is unique up to variable renaming for all ¢t € T(F, V).
If ¢ is linear, then deanon(t) is linear as well and vice versa.

We restrict the definition of a substitution as being a mapping from V'~ to
T(F,V7) (i.e., without anonymous variables), which is the identity almost
everywhere. We also extend the definition for the application of a substitution
o to a term ¢, by adding the case _o := _.
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5.5.2 Generalizations

In the new context, which includes the anonymous variable, we have to adjust
some of the definitions regarding generalizations.

Given R and A, a term r is an (R, \)-generalization of (alternatively,
(R, \)-more general than) a term ¢, written as r <g t, if there exists a
substitution o such that deanon(r)o ~% ) deanon(t). The strict part of <g
is denoted by <R.\» i.e., T <R\ tifr 573,)\ t and not ¢ 572,)\ r.

Example 5.5.1. Given a proximity relation R, a cut value A = 0.3, constants
a ~%0.4 b and b ~%0_5 ¢, binary function symbols f and h, and a unary

function symbol ¢ such that A ~§§5§’“72>} fand h ~§2(716.16?} g, we have

{E,CU) $R,)\ h(ﬂ .’L’), because h(.’L’,I) $R,)\ h(y/,flf)

o h(z,.) < fla,c), because h(z,2"){z — b} = h(b,z’) ~g f(a,c),
since R(h(b, "), f(a,c)) = 0.4.

o h(z, ) <rx g(c), because h(z,z'){x — ¢} = h(c,2") ~x. g(c), since
R(h(c,2), g(c)) = 0.6.

As a reminder, the notion of syntactic generalization of a term is a special
case of (R, \)-generalization for A\ = 1. We write r < ¢ to indicate that r is
a syntactic generalization of ¢. Its strict part is denoted by <.

Recall that R is assumed to be strict: for all wy, wy € FUV, if R(wy,ws) =
1, then w; = wy. When A = 1, the relation ~g  does not depend on R due
to strictness of the latter and is just the syntactic equality =. Since R is
strict, r < t is equivalent to deanon(r)c = deanon(t) for some o (note the
syntactic equality here).

Theorem 5.5.1. Ifr <t andt <gx s, then r <g )\ s.

Proof. r < t implies deanon(r)o = deanon(t) for some o, while from ¢ <z s
we have deanon(t) ~x , deanon(s) for some . Then deanon(r)cd ~x
deanon(s), which implies r <g ) s. ]
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Note that r <\ t and ¢ <gx s, in general, do not imply r <z \ s due
to non-transitivity of ~z . A simple counterexample: a <r o3 b, b <r03 ¢,
but not a <r 03 c.

Ideally, the precise formulation of anti-unification problem would be like
in the previous chapters: Given R, A, t; and t,, find an (R, \)-lgg r of ¢;
and to, some substitutions o; and oy, and the approximation degrees «; and
oy such that R(roq,t;) = oy and R(rog,ty) = &9 A minimal and com-
plete algorithm to solve this problem would compute exactly the elements of
(R, \)-mesg of t; and ¢, together with their approximation degrees. However,
as we see below, it is problematic to solve the problem in this form. Therefore,
we will consider a slightly modified variant, taking into account anonymous
variables in generalizations and relaxing bounds on approximation degrees.

We assume that the terms to be generalized are ground. It is not a
restriction because we can treat variables in them as constants that are close
only to themselves.

Recall that the proximity class of any alphabet symbol is finite. Also,
the symbols are related to each other by finitely many argument relations.
One may think that it leads to finite proximity classes of terms, but this
is not the case. Consider, e.g., R and A, where h :%71/’\1)} f with binary h
and unary f. Then the (R, \)-proximity class of f(a) is infinite: {f(a)} U
{h(a,t) | t € T(F,V)}. Also, the (R, \)-mcsg for f(a) and f(b) is infinite:
(@)} o {h(zb) | te T(F.2)).

Definition 5.5.1. Given the terms ty,...,t,, n = 1, a position p in a term
r is called irrelevant for (R, A)-generalizing (resp. for (R, \)-proximity to)
t, .oty if r[s]y Sroati (resp. r[s], ~ra ti) for all 1 < i < n and for all
terms s.

We say that r is a relevant (R, \)-generalization (resp. relevant (R, \)-
proximal term) of t1,...,t, if r <ra t;i (resp. v ~gxt;) for alll <i<n
and r|, = - for all positions p in r that is irrelevant for generalizing (resp.
for proximity to) ti,...,t,. The (R, \)-relevant proximity class of ¢ is

rpcy (1) := {s | s is a relevant (R, \)-provimal term of t}.

In the example above, position 2 in h(z,t) is irrelevant for generalizing
f(a) and f(b), and h(z,_) is one of their relevant generalizations. Note that
f(z) is also a relevant generalization of f(a) and f(b), since it contains no
irrelevant positions. More general generalizations like, e.g., x, are relevant
as well. Similarly, position 2 in h(a,t) is irrelevant for proximity to f(a)
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and rpcg ,(f(a)) = {f(a),h(a,.)}. Generally, rpcy ,(t) is finite for any ¢
due to the finiteness of proximity classes of symbols and argument relations
mentioned above.

Definition 5.5.2 (Minimal complete set of relevant (R, A)-generalizations).
Given R, A, t1, and to, a set of terms T is a complete set of relevant (R, \)-
generalizations of t; and ty if

(a) every element of T is a relevant (R, \)-generalization of t1 and ts, and

(b) if r is a relevant (R, \)-generalization of t; and ty, then there exists
r" €T such that r <1’

The minimality property is defined as usual (see Definition 2.5.3).

This definition directly extends to relevant generalizations of finitely many
terms. We use (R, \)-mcsrg as an abbreviation for minimal complete set of
relevant (R, A)-generalization. Like relevant proximity classes, mcsrg’s are
also finite.

Lemma 5.5.1. For given R and A, if all argument relations are correspon-
dence relations, then (R, X)-mcsg’s and (R, \)-prozimity classes for all terms
are finite.

Proof. Under correspondence relations no term contains an irrelevant posi-
tion for generalization or for proximity. [

Hence, for correspondence relations the notions of mesg and mesrg coin-
cide, as well as the notions of proximity class and relevant proximity class.

For a term r, we define its linearized version lin(r) as a term obtained from
r by replacing each occurrence of a non-anonymous variable in r by a fresh
one. Linearized versions of terms are unique modulo variable renaming. For
instance, lin(f(z, ., 9(y,z,a),b)) = f(2',, 9(y/, 2", a),b), where 2/, 2", and ¢/
are fresh variables.

Definition 5.5.3 (Generalization degree upper bound). Given two terms r
and t, a proximity relation R, and a A-cut, the (R, \)-generalization degree
upper bound of r and ¢, denoted by gdubg \(r,t), is defined as follows:

Let o« := max{R(lin(r)o,t) | o is a substitution}. Then

“7 Zf x 2 Ay
gdubgr 5 (r,) = { 0 otherwise.



126 5. FuLLy Fuzzy SIGNATURES

Intuitively, gdubg \(r,) = & means that no instance of r can get closer
than & > A to ¢t in R. From the definition it follows that if » <, ¢, then
0 < A < gdubg (1) <1 and if r £r,» t, then gdubg ,(r,t) = 0. The upper
bound computed by gdub is more relaxed than it would be if the linearization
function were not used, but this is what we will be able to compute in our
algorithms later.

Example 5.5.2. Let R(a,b) = 0.6, R(b,c) = 0.7, and A = 0.5. Then:

gdUbR,)\(f(xv b>7 f(a7 C)) = 0.7 and
gdUb’R,)\(f(xv 513'), f(aa C)) = gdUb’R,A(f<x7 y)7 f(CL, C)) =1
It is not difficult to see that if o is a substitution such that ro ~x , t,

then R(ro,t) < gdubg ,(r,t). In Example 5.5.2, for 0 = {z — b} we have

R(f(x, )0, f(a,¢)) = R(f(b,b), f(a,c)) = 0.6 < gdubg (f(z, ), f(a,c)) =
1.
Given r <g  t, we can compute gduby, ,(r,t) as follows:

e If 7 is a variable, then gduby ,(r,t) = 1.
e Otherwise, if head(r) ~% 5 head(t), then

gdUbR,,\(7”7 t)=B A /\ gdUbR,)\(r|i7t|j)'

(i,5)€p

e Otherwise, gduby (r,t) = 0.

5.5.3 Term set consistency

The notion of term set consistency plays an important role in the computation
of proximal generalizations. Intuitively, a set of terms is (R, A)-consistent if
all the terms in the set have a common (R, A)-proximal term. In this section,
we discuss this notion and the corresponding algorithms.

Definition 5.5.4 (Consistent set of terms). A finite set of terms T is (R, A)-
consistent if there exists a term s such that s ~g \t for allteT.

(R, A)-consistency of a finite term set 7" is equivalent to (7)., PCr A (t) #
&, but we cannot use this property to decide consistency, since proximity
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classes of terms can be infinite (when the argument relations are not re-
stricted). For this reason, we introduce the operation m on terms as follows:
() tm_o=_mt=t, (i) f(ts,. ., tn) M f(S1,---38n) = f(Li M1 81, ., tn M1 8),
n = 0. Obviously, m is associative (A), commutative (C), idempotent (I),
and has _ as its unit element (U). It can be extended to sets of terms:
Ty Ty := {t; mty | t1 € T1,ty € To}. It is easy to see that m on sets
also satisfies the ACIU properties with the set {_} playing the role of the unit
element.

Lemma 5.5.2. A finite set of terms T is (R, \)-consistent if and only if
[erTPCRA(L) # .

Proof. (=) If s ~g t for all t € T, then s, € rpcg ,(t), where s; is obtained
from s by replacing all subterms that are irrelevant for the (R, \)-proximity
to ¢t by the anonymous variable. Assume T = {t;,...,t,}. Then we have
Sty MM S, € |—|teT rpCR,)\(t)'

(=) Obvious, since for s € [ |, rpcr () we have s ~g , ¢ for all ¢ €
T. ]

Now we design an algorithm € that computes [ |,., rpcg ) (t) without ac-
tually computing rpcy ,(t) for each ¢ € T'. A special version of the algorithm
can be used to decide the (R, \)-consistency of T'.

The algorithm is rule-based. The rules work on states, that are pairs
T; s, where s is a term and T is a finite set of expressions of the form x in T',
where T' is a finite set of terms. R and A are given. There are two rules (w
stands for disjoint union):

Rem: Removing the empty set
{rin glwT,s= T;s{z— 1}

Red: Reduce a set to new sets
{zin{ty,...,tn}}wT;s =
{yrinTy,... y, in T, } UT;s{z— h(yr,...,uyn)},
where m > 1, h is an n-ary function symbol such that h N%m head(ty) with
Y= Aforall 1 <k<m,and T; := {tg]; | (¢,7) € pr, L <k <m}, 1 <i<n,
is the set of all those arguments of the terms ¢4, ...,t,, that are supposed to
be (R, A)-proximal to the i’s argument of h.

To compute [ |,., rpcr ,(), the algorithm € starts with {z in T};z and
applies the rules as long as possible. Red cause branching. A state of the
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form ¢7J; s is called a success state. A failure state is a state of the form T} s
to which no rule applies and T # . In the full derivation tree, each leaf is
a either success or a failure state.

Theorem 5.5.2. Given a finite set of terms T, the algorithm € always ter-
minates starting from the state {x in T};x (where x is a fresh variable). If
S is the set of success states produced at the end, we have {s | ;s € S} =

|—|teT I'PCr (t).

Proof. Termination: Associate to each state {z; in T},...x, in T,};s the
multiset {di,...,d,}, where d; is the maximum depth of terms occurring
in T;. d; =0 if T; = ¢#. Compare these multisets by the Dershowitz-Manna
ordering [18]. Each rule strictly reduces them, which implies termination.
By the definitions of rpeg , and M, h(s1, ..., 80) € [y 4 TPCRA(E)
iff b~ head(ty) with vy > A for all 1 <k <m and s; € [],op, TPCR 1(1),
where T; = {tx|; | (4,7) € pr, 1 <k <m}, 1 <i<n. It makes sure that in the
Rem rule, the instance of x (Wthh is h(yr,...,yn)) isin |_|t€{t1 iy TPCR A (1)
iff for each 1 < ¢ < n we can find an instance of y; that is in |_|teT rpcg (1)
If T} is empty, 1t means that the ¢’s argument of h is irrelevant for terms in
{t1,...,tm} and can be replaced by _. (The rule Rem will take care of it in
a subsequent step.) Hence, in each success branch of the derivation tree, the
algorithm € computes one element of [ ],_; rpcy ,(f). Branching at Red help
produce all elements of [],., rpcg (1) O O

It is easy to see how to use € to decide the (R, \)-consistency of T": it is
enough to find one successful branch in the €-derivation tree for {z in T'}; z.
If there is no such branch, then 7" is not (R, A)-consistent. In fact, during
the derivation we can even ignore the second component of the states. Only
the first one matters.

Example 5.5.3. Assume a,b, c are constants, g, f, h are function symbols
with the arities respectively 1, 2, and 3. Let X\ be glven and R be defined so
that R(a,b) > X, R(b,c) = A, h ~ QL@ o BV g with B> A and
v = A. Then

I‘pCR’A(f(CL, C)) = {f(a’ C)a f(b’ C)a f(a’ b)v f(bv b)> h(b7 - *)}7
rpcnv,\(g(a)) = {g(CL)v g(b)v h(*? a, *)’ h(*v b, 7)},
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and rpcg ,(f(a,c)) mrpeg(g(a)) = {h(b,a,_),h(b,b,_)}. We show how to
compute this set using €:

zin {f<a7 C>7 g(a)}u T ==Red

{1 in{a,c},ya : {a},y3 in F}; h(y1,92,¥3) =>Rem

{yl in {a)c}7y2 : {CL}}, h(ylayQJ *) =—Red {y2 in {a}}’ h(b) Y2, *)'

Here we have two ways to apply Red to the last state, leading to two elements
of TPCR,,\U((% c)) m rPCR,,\(g(a))3

{y2 in {a}}; h(ba y27*) =Red @3 h(b,a,,).
{yQ in {a}}; h(ba y27*) =Red @; h(bv b7 *)'

5.5.4 Solving generalization problems

Now we can reformulate the anti-unification problem that will be solved in
the remaining part of the section.

Given: a proximity relation R, a cut value A\, and the ground terms ¢4, ..., %,,
n = 2.
Find: a set S of tuples (r,01,...,0,,&1,...,®,) such that

e {r|(r,...) €S} is a minimal complete set of relevant (R, \)-generali-

zations of t1,...,t,,
e 70; ~p t; and o = gdubg ,(r,t;), 1 < i < n, for each (r,01,...,04,
K, ..., %) ES.

(Note that when n = 1, this is a problem of computing a relevant prox-
imity class of a term.)

Below we solve the anti-unification problem for four versions of argument
relations:

1. The most general (unrestricted) case; see algorithm 247, below, the
computed set of generalizations is an mecsrg;

2. Correspondence relations: using the same algorithm 247, the com-
puted set of generalizations is an mcsg;
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3. Argument mappings: using a dedicated algorithm Qlj%u”, the computed
set of generalizations is an mcsrg;

4. Correspondence mappings (bijections): using the algorithm 27, the
computed set of generalizations is an mcsg.

Each of them has also the corresponding linear variant, computing min-
imal complete sets of (relevant) linear (R, A)-generalizations. They are de-
noted A, and Az, .., respectively.

For simplicity, we formulate the algorithms for the case n = 2. They can
be extended for arbitrary n straightforwardly.

The main data structure in these algorithms is an anti-unification triple
(AUT) = : Ty = Ty, where T7 and Ty are finite consistent sets of ground
terms. The idea is that x is a common generalization of all terms in 77 U T5.

A configuration is a tuple A; S;7r; &;; o, where A is a set of AUTS to be
solved, S is a set of solved AUTSs (the store), r is the generalization computed
so far, and the o’s are the current approximations of generalization degree
upper bounds of r for the input terms.

Before formulating the algorithms, we discuss one peculiarity of general-
izations in fully fuzzy signatures.

Example 5.5.4. For a given R and A, assume R(a,b) = A\, R(b,c) = A,
h ~%”B’(1’2) f and h ~%jé) g, where f is binary, g, h are unary, o« > A and

B = \. Then
e h(b) is an (R, \)-generalization of f(a,c) and g(a).

e 1 is the only (R, \)-generalization of f(a,d) and g(a). One may be
tempted to have h as the head of the generalization, e.g., h(x), but x
cannot be instantiated by any term that would be (R, A)-close to both
a and d, since in the given R, d is (R, A)-close only to itself. Hence,
there would be no instance of h(x) that is (R, A)-close to f(a, d). Since
there is no other alternative (except h) for the common neighbor of f
and g, the generalization should be a fresh variable x.

This example shows that generalization algorithms should take into ac-
count not only the heads of the terms to be generalized, but also should
look deeper, to make sure that the arguments grouped together by the given
argument relation have a common neighbor. This justifies the requirement
of consistency of a set of arguments, used in the decomposition rules in the
algorithms below.
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Anti-unification for unrestricted argument relations

Algorithms 24, ., and 25, use the rules below to transform configurations
into configurations. Given R, A, and the ground terms t; and t,, we create
the initial configuration {z : {t;} = {t2}}; &;x;1;1 and apply the rules as
long as possible. Note that the rules preserve consistency of AUTs. The
process generates a finite complete tree of derivations, whose terminal nodes
have configurations with the first component empty. We will show how from
these terminal configurations one collects the result as required in the anti-
unification problem statement.

Tri: Trivial
{v:0=0YwA; S;r; o000 = A; S; r{x— _}; o e

Dec: Decomposition
{x: Ty =Totw A S 05 00 =
{vi:Qun = Qi | 1 <i<nfUA Sir{z— h(yr,. .., yn)}; 01 AP1; 2 A Bo,
where T1 U Ty # J; h is n-ary with n > 0; y1,...,y, are fresh; and for
j=1,2,ifTj = {t5,...,t), }, then

o h ~R head(t],) with v, = X for all 1 < k < m; and B, = V| A A A Y,
(note that B; =1if m; = 0),
o forall 1 <i<n, Q= url{thl, | (i,q) € pl} and is (R, \)-consistent.

Sol: Solving
{x: T =ThlwA; S;r ;0= A; {x:T1 =T} US;r; oy; X,
if Tri and Dec rules are not applicable. (It means that at least one T; # J

and either there is no h as it is required in the Dec rule, or at least one );;

from Dec is not consistent.)
Let expand be an expansion operation defined for sets of AUTSs as

expand(9S) := {z : |_| rpeg ,\(t) = |_| rpeg \(t) |z Ty = Ty € S}.

teTy teTs

Exhaustive application of the three rules above leads to configurations of the
form F; S;r; «q; &g, where 7 is a linear term. These configurations are fur-
ther postprocessed, replacing S by expand(S). We will use the letter E for
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expanded stores. Hence, terminal configurations obtained after the exhaus-
tive rule application and expansion have the form ¢F; E;r; &1; &, where r is
a linear term.” This is what Algorithm 2}, ., stops with.

To an expanded store £ = {y; : Q11 = Q2,..,Yn : Qn1 = Qn2} we
associate two sets of substitutions ¥y (F) and Xg(FE), defined as follows:
o€ X(E) (resp. 0 € Xgr(E)) iff dom(o) = {v1,...,yn} and y;0 € Qi (resp.
y;0 € Qo) for each 1 < i < n. We call them the sets of witness substitutions.

Configurations containing expanded stores are called expanded configura-
tions. From each expanded configuration C' = ; F;r; &1; &, we construct
the set S(C) := {(r, 01,09, %1, 02) | 01 € X 1(E), 09 € Xg(F)}.

Given an anti-unification problem R, A, t; and ts, the answer computed
by Algorithm A}, 18 the set S := U™,S(C;), where CY,...,C,, are all of
the final expanded configurations reached by Ql}ull—lin for R, A, t1, and t,.2

Algorithm Ql}u” is obtained by further transforming the expanded config-
urations produced by 2}, ;;,,- This transformation is performed by applying
the Merge rule below as long as possible. Intuitively, its purpose is to make
the linear generalization obtained by Ql}ull—lin less general by merging some
variables.

Mer: Merge
i {x1: Ri1 = Ry, ka1 Roy = Roo} w B 15 oty 0t —
i {y Q1= Q) U B ro; &5 ota,

where
[ ] Qz = (Rh m RZ’L) # @7 1= 1727
e y is fresh and o = {z; — y, x5 — y}.

The answer computed by Ql}u” is defined analogously to the answer com-
puted by Q[}uu-lm

Example 5.5.5. Assume a,b, c and d are constants with b N%ﬁﬁ ¢, c ~7% y

d, and f, g and h are respectively binary, ternary and quaternary function

symbols with h ~%}d'17)’(3’2 (4:2)} f and h ~%,16.1§’(3’3)} g. For the proximity

2Note that no side of the AUTs in E in those configurations is empty due to the
condition at the Decomposition rule requiring the Q;;’s to be (R, X)-consistent.

3If we are interested only in linear generalizations without witness substitutions, there
is no need in computing expanded configurations in Ql}u”_lm.
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relation R given in this way and A = 0.5, Algorithms A, ;;, and 25, perform
the following steps to anti-unify f(a,b) and g(a,c,d):

{z:{f(a,0)} = {g(a,c,d)}}; T;2;1; 1 =pec
{xl'{a}i{a} Ty J = F, xg: {0} = {d},
4 {b} = T} T bz, 22, 23, 24); 0.7, 0.8 ==pec

{xQ.Q— O, x3: {b} = {d}, x4 : {b} = T};

s h(a, xa, x3,14);0.7;0.8 =>4
{31 {b} = {d}, 4 : {b} = T};

s h(a, -, x3,14);0.7;0.8 =>pec
{zy : {b} = T}; T hla, -, ¢, 24);0.5;0.6.

Here Dec applies in two different ways, with the substitutions {z4 — b} and
{z4 — ¢}, leading to two final configurations(both 2, and 2}, would
give them):

5 I h(a, -, ¢,b);0.5;0.6, 5 I h(a, -, ¢, c);0.5;0.6.

The witness substitutions are the identity substitutions. We have R(h(a, -,
¢,b), f(a,b)) = 0.5, R(h(a, -, ¢,b),g(a,c,d)) = 0.6, R(h(a,-,c,c), f(a,b)) =
0.5, and R(h(a, -, ¢, c),g(a,c,d)) = 0.6.

If we had h %1617’ 1.2),(42)} f, then the algorithm would perform only the
Sol step, because in the attempt to apply Dec to the initial configuration,
the set Q11 = {a, b} is inconsistent: rpcy \(a) = {a}, rpcg 5(b) = {b, c}, and,
hence, rpcy \(a) nrpeg \(b) = .

Example 5.5.6. Assume aq, as, b1, ba, ¢1, co are constants and f, g, h are ter-

nary function symbols. Let A = 0.4 and the proximity relation R be defined
171 b 172 9 2’2 9 b

by ap ~ 7%05 b, by 7%05 €1, A2 ~ 7%,0.6 ba, b2 7%,0.6 C, ’”%07)( H(22.09) f

and h ~ 1’1)’(2’2)’(3’2)’(3’3)} g. To anti-unify f(ai,b1,c1) and g(ag, ba, co), we

would Start Wlth the following steps:

{z: {f(ay,br,c1)} = {g(ag, by, c2)}}; 23151 =pec
{z1:{ar, b} = {az}, zo o {bi} = {ba},

r3: {1} = {bo, o)} O h(wy, w9, 73);0.7; 0.8 =3 |
Di{wy +{ar, b1} = {az}, x2 1 {bi} = {bo},

xg: {c1} = {ba, ca}}; h(x1, 29, 23);0.7;0.8.
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Here we expand the final store, obtaining

; {961 t{ar, b1} = {ag, ba}, o {a1, b1, c1} = {ag, ba, 2},
{bl,Cl} = {bQ,CQ}} h(Il,ZE27I3) 07 0.8.

Algorithm 247, ,;,, would stop here. From the computed store, one can
extract 144 pairs of witness substitutions. For each of them, the generaliza-
tion degrees do not exceed the computed ones. For instance, for o1 = {x; —
ay, T — by, x3 — c1} and o9 = {1 — ag, Ty — by, 3 — o} we have

R(h(l’l, 9, ZE3)0’1, f(al, bl, Cl)) = R(h(al, bl, Cl), f((ll, bl, Cl))

0.5 <
R(h(%,1727133)02,9(02,52702)) = R(h(ag,b2,02),g(a2,b2,02)) 0.6 <

0.7,
0.8.
Algorithm Ql}u” would perform two more merging steps:
Q' {xl : {alabl} = {a27b2} T - {al,b1701} = {a/27b2702}
{bl, Cl} = {bg, CQ}} h(i[)l, .772,%3) 0. 7 0.8 :>Mer

&, {y {01} = {ba} ) My, y,9); 0.7, 0.8

Taking the pair of two witness substitutions o7 = {y — b1} and oy =
{y — by}, we get:

R((y,y,y)o1, flar,br,c1)) = R(h(b1,b1,b1), f(ar,bi,c1)) = 0.5 < 0.7,
R(h(y7y7y)027 g(a2a b2762)) = R(h(b27b2762)7 g(a27b2762)> 0.6 <0.8.
Example 5.5.7. Assume a,b are constants, fi, fa, g1, and g, are unary

function symbols, p is a binary function symbol, and h; and hy are ternary
function symbols. Let A be a cut value and R be defined as f; ~%71(;i)} h; and

gi ~ { 2 hy with o; = A, B; = A, i = 1,2. To generalize p(fi(a), g1(b)) and
(fQ( ) 5(b)), we can use A}, The derivation starts as

{z - {p(fi(a),9:(0))} = {p(f2(a),g2(b))}}; T; 3 1; 1 =pec
{y1 - {fi(a)} = {fa(@)}, w2 - {g1 (D)} = {g2(b)}}; &5 (w1, 92); 13 1 =%,
i Ay {fila)} = {fala)}, y2 1 {91(0)} = {g2(0)}}; p(y1,92); 15 1.

At this stage, we expand the store, obtaining

; {yl : {fl(@)>h1(a7 - *)} = {f2(a)>h2(a7 - *)}7
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Y2 1 {g1(0), 1 (5,6, )} = {g2(b), ha(, b, )} }; p(y1,2); 1; 1.

If we had the standard intersection N in the Mer rule, we would not be able
to merge y; and ys, because the obtained sets in the corresponding AUTSs are
disjoint. However, Mer uses m: we have {f;(a), h;(a, -, -)}1{g:(b), hi(_,b, )} =
{hi(a,b, )}, i = 1,2 and, therefore, can make the step

@; {yl : {fl(a)7h1(a7 - *)} = {f2(a’)7h2(a’7 -y *)}7
Yo i {g1(0), P (5,0, )} = {g2(b), ha(, b, )3 (Y1, 92)5 1 1 == mer
; {Z : {h1<a’ bv *)} = {h2<a7bv 7>}}; p(z, Z); I; 1.

Indeed, if we take the witness substitutions o; = {z — h;(a,b, )}, 1 = 1,2,
and apply them to the obtained generalization, we get

Theorem 5.5.3. Given R, A, and the ground terms t; and ty, Algorithm
L, terminates for the initial configuration {x : {t;} = {t2}}; &;x;1;1 and
computes an answer set S such that

1. the set {r | (r,o1,092, 1, ®2) € S} is an (R, A)-mesrg of t1 and ta,

2. for each (r,01,09, %1, X2) € S we have R(ro;, t;) < o = gdubg (1, 1),
i=1,2.

Proof. Termination: Define the depth of an AUT z : {t1,...,tn} = {s1,...,
sn} as the depth of the term f(g(t1,...,tm),h(s1,...,8,)). The rules Tri,
Dec, and Sol strictly reduce the multiset of depths of AUTs in the first
component of the configurations. Mer strictly reduces the number of distinct
variables in generalizations. Hence, these rules cannot be applied infinitely
often and 24y, terminates.

In order to prove 1), we need to verify three properties:

e Soundness: If (r, 01,09, &1, x2) € S, then r is a relevant (R, \)-genera-
lization of ¢; and t,.

e Completeness: If 7’ is a relevant (R, A)-generalization of ¢; and t5, then
there exists (r, 01, 09, &1, &3) € S such that ' < r.
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e Minimality: If » and " belong to two tuples from S such that r # 1/,
then neither r <z \ 7’ nor r’ <z ) r.

Soundness: We show that each rule transforms an (R, \)-generalization
into an (R, A\)-generalization. Since we start from a most general (R, \)-
generalization of ¢; and ty (a fresh variable z), at the end of the algorithm
we will get an (R, \)-generalization of ¢; and t,. We also show that in this
process all irrelevant positions are abstracted by anonymous variables, to
guarantee that each computed generalization is relevant.

Dec: The computed h is (R, A)-close to the head of each term in T} U Ts.
()i;’s correspond to argument relations between h and those heads, and each
Qij is (R, A)-consistent, i.e., there exists a term that is (R, A)-close to each
term in Q;;. It implies that zo = h(y1,...,yn) (R, \)-generalizes all the
terms from 7} U T». Note that at this stage, h(yi, ..., y,) might not yet be
a relevant (R, \)-generalization of 77 and T5: if there exists an irrelevant
position 1 < i < n for the (R, \)-generalization of T} and T3, then in the new
configuration we will have an AUT g, : & = (.

Tri: When Dec generates y : ¢J = (J, the Tri rule replaces y by _ in the
computed generalization, making it relevant.

Sol does not change generalizations.

Mer merges AUTs whose terms have nonempty intersection of rpc’s.
Hence, we can reuse the same variable in the corresponding positions in
generalizations, i.e., Mer transforms a generalization computed so far into a
less general one.

Completeness: We prove a slightly more general statement. Given two
finite consistent sets of ground terms 7; and Ty, if 1’ is a relevant (R, \)-
generalization for all ¢; € T7 and ty € Ty, then starting from {z : T} =
To}; s x; 151, Algorithm QL}W computes a (r, 01, 09, &1, &y) such that 7’ < r.

We may assume w.l.o.g. that 7’ is a relevant (R, A)-lgg. Due to the
transitivity of <, completeness for such an r’ will imply it for all terms more
general than r’.

We proceed by structural induction on /. If 7’ is a (named or anonymous)
variable, the statement holds. Assume " = h(r},...,70), Th = {u1, ..., un},
and Ty = {wy, ..., w;}. Then his such that h ~3 ;. head(u;) forall 1 <i <m
and h ~;L{,Yj head(w;) for all 1 < j < I. Moreover, each 7}, is a relevant
(R, A)-generalization of Qi = U {uilq | (k,q) € pi} and Qua = Uh_ {w;l, |
(k,q) € u;} and, hence, Q1 and Qo are (R, \)-consistent. Therefore, we
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can perform a step by Dec, choosing h(yi, ..., yx) as the generalization term
and y; 1 Qi = Q2 as the new AUTs. By the induction hypothesis, for each
1 <i < n we can compute a relevant (R, \)-generalization r; for Q;, and Q;2
such that r, < r;.

If »' is linear, then the combination of the current Dec step with the
derivations that lead to those r;’s computes a tuple (r,...) € S, where r =

h(riy,...,r,) and, hence, ' < 7.
If 7’ is non-linear, assume w.l.o.g. that all occurrences of a shared variable
z appear as the direct arguments of h: z =71 = - =1 for 1 < k <

- < k, < n. Since ' is an 1gg, Qk,;1 and Q2 cannot be generalized by a
non-variable term, thus, Tri and Dec are not applicable. Therefore, the AUTs
Yi + Qr;1 = Qr,2 would be transformed by Sol. Since all pairs Q1 and Q,2,
1 < i < p, are generalized by the same variable, we have M, rpeg \(t) # &,
where Q; = U Qy,;, j = 1,2. Additionally, 7, ... ,r}cp are all occurrences
of z in r’. Hence, the condition of Mer is satisfied and we can extend our
derivation with p — 1-fold application of this rule, obtaining r = h(ry,...,r,)
with 2 =7y, = -+ =1y, implying " < 7.

Minimality: Alternative generalizations are obtained by branching in Dec
or Mer. If the current generalization r is transformed by Dec into two
generalizations 7, and ry on two branches, then r; = hy(y1,...,yn) and
ro = ho(z1,...,2,) for some h’s, and fresh y’s and z’s. It may happen
that r; <r. re or vice versa (if hy; and hy are (R, A)-close to each other),
but neither r; < 72 nor 7o <z r1 holds. Hence, the set of generaliza-
tions computed before applying Mer is minimal. Mer groups AUTs together
maximally, and different groupings are not comparable. Therefore, variables
in generalizations are merged so that distinct generalizations are not <g -
comparable. Hence, 1) is proven.

As for 2), for i = 1,2, from the construction in Dec follows R(ro;,t;) < «;.
Mer does not change o, thus, o; = gdubg ,(r,%;) also holds, since the way
how «; is computed corresponds exactly to the computation of gdubg, , (r, t;):
r <r ti and only the decomposition changes the degree during the compu-
tation. 0]

Corollary 5.5.3.1. Given R, A\, and the ground terms t; and ty, Algorithm
At i, terminates for the initial configuration {x : {t;} = {t2}}; &;2;1;1 and
computes an answer set S such that

1. the set {r | (r,01,09, 1, &) € S} is a minimal complete set of relevant
linear (R, \)-generalizations of t; and to,
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2. for each (r,01,09, x1, X2) € S we have R(ro;,t;) < o = gdubg ,(r,1;),
i=1,2.

Anti-unification with correspondence argument relations

Correspondence relations make sure that for a pair of proximal symbols, no
argument is irrelevant for proximity. Left- and right-totality of those relations
guarantee that each argument of a term is close to at least one argument of
its proximal term and the inverse relation remains a correspondence relation.
Consequently, in the Dec rule of Ql}u”, the sets Q;; never get empty. There-
fore, the Tri rule becomes obsolete and no anonymous variable appears in
generalizations. As a result, the (R, A)-mcsrg and the (R, A)-mcesg coincide,
and the algorithm computes a solution from which we get an (R, \)-mcsg for
the given anti-unification problem. The linear version 21, ;, works analo-
gously.

Anti-unification with argument mappings

When the argument relations are mappings, we are able to design a more
constructive method for computing generalizations and their degree bounds.
(Recall that our mappings are partial injective functions, which guarantees
that their inverses are also partial mappings.) The configurations stay the
same as in Algorithm 91}“”, but the AUTs in A will contain only empty or
singleton sets of terms. In the store, we may still get (after expansion) AUTs
with term sets containing more than one element. Only the Dec rule differs
in A7, (and in its linear variant A2, ;. ):

Dec: Decomposition
{x:Th = Tolw A; S;r; 05 00 =
{yi Qi = Qin|1<i<n}uAsS;
r{x — h(y1,. ., yn)}; 010 A B1; X2 A Bo,
where T} U Ty # F; h is n-ary with n > 0; yq,...,y, are fresh; for j = 1,2
and for all 1 <i < n,
) lf ,I‘] = {tj}, then h Ng,ﬁj head(tj), Qij = {tj|7'[j(i)};
° 1ij = @, then Bj =1 and Qij = @

This Dec rule is equivalent to the special case of Dec in U, for m; < 1.
The new ();;’s contain at most one element (due to mappings) and, thus,
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are always (R, A)-consistent. Various choices of h in Dec and alternatives in
grouping AUTSs in Mer cause branching in the same way as in Ql}u“. It is easy
to see that the counterpart of Theorem 5.5.3 holds for 23, and 23, as
well.

A special case of this fragment of anti-unification is anti-unification for
similarity relations in full fuzzy signatures from [2] (described earlier in 5.2).
The position mappings in [2] can be modeled by our argument mappings,
requiring them to be total for symbols of the smaller arity and to satisfy the
similarity-specific consistency restrictions from [2].

Anti-unification with correspondence argument mappings

Correspondence argument mappings are bijections between arguments of
function symbols of the same arity. For such mappings, if h ~% , f and
h is n-ary, then f is also n-ary and 7 is a permutation of (1,...,n). Hence,
Qlj%u” combines in this case the properties of Ql}u” for correspondence rela-
tions and of A7, for argument mappings: all generalizations are relevant,
computed answer gives an mcsg of the input terms, and the algorithm works
with term sets of cardinality at most 1.

5.5.5 Remarks about the complexity

The proximity relation R can be represented as a weighted undirected graph,
where the vertices are function symbols and an edge between them indicates
that they are proximal. Graphs induced by proximity relations are usually
sparse. Therefore we choose to represent the graphs by (sorted) adjacency
lists rather than by adjacency matrices. In the adjacency lists, we also ac-
commodate the argument relations and proximity degrees. For instance, if
we have h ~, _ f where f is n-ary and h is m-ary (n,m = 0), then the adja-
cency list for f contains both {(f,{(1,1),...,(n,n)}, 1) and (h, p,y), and the
adjacency list for i contains both (h, {(1,1),...,(m,m)}, 1) and {f, p~1,v).
In the rest of this section we use the following notation:

e n: the size of the input (number of symbols) of the corresponding
algorithms,

e A: the maximum degree of R considered as a graph,

e a: the maximum arity of function symbols that occur in R.
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e m*": a function defined on natural numbers m and n such that 1°* =n
and m*™ = m" for m # 1.

We assume that the given anti-unification problem is represented as a
completely shared directed acyclic graph (dag). Each node of the dag has a
pointer to the adjacency list (with respect to R) of the symbol in the node.*

Theorem 5.5.4. Time complexities of € and the linear versions of the gen-
eralization algorithms are as follows:

e ¢ for argument relations and A} yp,: O(n- A - A",
o & for argument mappings and A3y ,: O(n- A A™).

The time complexities for algorithms A, and A3, are the following:

a*”n

° fO’f’ Q[%ull" 0] (([a'”/2j) . A-Zuon Satm . TL) ,

o forA2,: O <(|_TLT/L2J) WANCLE n2>.

Proof. In €, in the case of argument relations (unrestricted or correspon-
dence), an application of the Red rule to a state T; s replaces one element of
T of size m by at most a new elements, each of them of size m — 1. Hence,
one branch in the search tree for €, starting from a singleton set T of size
n, will have the length at most [ = Z?:_Ol a’. At each node of it there are at
most A choices of applying Red with different h’s, which gives the total size
of the search tree to be at most Zé;é A i.e., the number of steps performed
by € is in the worst case O(A®*"™"). Those different h’s are obtained by in-
tersecting the proximity classes of the heads of terms {t1,...,t,} in the Red
rule. In our graph representation of the proximity relation, proximity classes
of symbols are exactly the adjacency lists of those symbols which we assume
are sorted. Their maximal length is A. Hence, the work to be done at each
node of the search tree of € is to find the intersection of at most n sorted
lists, each containing at most A elements. It needs O(n - A) time. It gives
the time complexity O(n - A - A**™") of € for the relation case.

4We assume that all pointers require constant space and all basic operations on them
can be done in constant time. Also that all symbols can be represented in constant space
and all basic operations on them are done in constant time. These assumptions, although
not very accurate, are popular in the literature, see a remark in [10, p. 304].
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In the mapping case, an application of the Red rule of € to a state T;s
replaces one element of T of size m by at most a new elements of the total size
m — 1. Therefore, the maximal length of a branch is n, the branching factor
is A, and the amount of work at each node, like above, is O(n - A). Hence,
the number of steps in the worst case is O(A®*") and the time complexity of

Cis O(n-A-A™).

The fact that consistency check is incorporated in the Dec rule in 2,
and Q[}ull—lin can be used to guide the application of this rule, using the values
memoized by the previous applications of Red. The very first time, the
appropriate h in Dec is chosen arbitrarily. In any subsequent application of
this rule, A is chosen according to the result of the Red rule that has already
been applied to the arguments of the current AUT for their consistency check,
as required by the condition of Dec. To reduce nondeterminism, when Dec
triggers the application of € to ()1 and )3 coming from an AUT y : Q1 = Qo
we can apply Red to y in ()1 and y in (5 concurrently, using the same new h
in Red for both @), and ()5, memoizing those applications, and continuing to
the next step, again working with the pairs of problems. If in this process €
fails in one of elements of some pair, Sol is applied instead of the triggering
Dec. If at some step of € no common A is found for both elements of some
pair, we stop (suspend) the application of € marking that pair of consistency
problems as failure, and apply Dec along the just obtained sequence of Red
steps as long as possible until reaching that failure step. In this way, the
applications of Dec and Sol will correspond to the applications of Red. There
is a natural correspondence between the applications of Rem and Tri rules.
Therefore, the search tree for 2, will have the same structure as the
search tree for € (together with the intersection computations at each node).
Hence its complexity of 2}, is O(n - A~ A®™).

For 2}, we first need to expand the store, which would correspond to
resuming € to the suspended pair of consistency problems, but this time
separately for each of them, not concurrently. Still, the search space for this
case is the same as for €, and the time required for the algorithm including
the expansion is Af, ., i O(n - A - A*®™). Next, we should apply Mer
exhaustively. The number of AUTSs in the store is O(a*"). A normal form of
the store with respect to this rule corresponds to partitioning the store into

maximal disjoint subsets so that no partition is covered by another one. By
a

Sperner’s theorem [72], the number of all such partitioning is O <(La':;2j)>‘

In the computation of each such partition, we intersect O(a*") unsorted sets
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of terms, where two terms can be compared in O(n) time. The size of the sets
is O(A*"™"). Tt gives O(A®*2*™" . a*" . n), which leads to the overall complexity

O (([ n/QJ) Ao2u .atn. n)
A7, does not call the consistency check, but does the same work as €

and, hence, has the same complexity O(n - A - A*").
For Ql]%u”, by reasoning similar to that for Ql}u” we get the complexity

O(([n/Q) A ) O

5.5.6 An extended example

Assume a, b, c,d are constants, f and h are binary functlon symbols and
g is a unary function symbol Let R be defined as a ~R06 b, b ~ RO? c,

f~ ROS @D, and b~ 09}9

Take A = 0.5 and consider the anti-unification problem between the terms
f(f(f(a,c), f(a,c)), g(g(a))) and f(g(g(b)), f(f(b,c), f(b.c))). The dag rep-
resentation of the problem is shown in Fig. 5.1.

Each subgraph of this graph is a compact representation of a set of
terms that form the proximity class of the corresponding subterm in the
problem. For instance, the subgraph at node 3 is a compact represen-
tation of the proximity class of the subterm f(f(a,c), f(a,c)). The label
{(f,{(1,1),(2,2)}, 1), <{h, {(1,1),(1,2)},0.8)} of 3 is the adjacency list of f
in R (containing the argument relation and the proximity degree for each
symbol proximal to f).

Algorithm 2, ,,,, starts with the configuration

{2 {f(f(f(a.c), f(a, ), g(g(a)))} = {f(g(g(b)), F(f(b,c), F(b )))}};
i x; 151

The attempt to apply the Dec rule involves checking whether the labels
at nodes 1 (i.e., the adjacency list of f) and 2 (the adjacency list of the same
f) have a common symbol. There are actually two: f (with the argument
relation {(1,1),(2,2)}) and h (with the argument relation {(1,1),(1,2)}).

The next step is the consistency check. For the case of f, we should
check whether the set of terms at nodes 3 (corresponds to (017 in the Dec
rule), 5 (Q12), 4 (Q21), and 6 (Q22) are consistent. All these checks are
successful. In the process, we can do even more: perform the consistency
check concurrently for 3 and 5, and for 4 and 6 (as these pairs come from
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Figure 5.1: Dag representation of the anti-unification problem between

f(f(f(a,c), fa,c)), g(g(a))) and f(g(g(b)), f(f (b, c), [(b,c))).

the same AUTS), and use the same new function symbol in each pair when
applying the Red rule. (For instance, we can use h for 3 and 5 as it appears
in both nodes.). Repeatedly apply this concurrent check to the children of
the involved nodes in the process of showing consistency. Memoize common
function symbols as they will be useful in the subsequent applications of Dec.
After applying this process as long as possible, in the cash we will have:®

3 and 5 are consistent and have the common symbol h,

4 and 6 are consistent and have the common symbol h,

7 and 9 are consistent and have the common symbol h,

8 and 10 are consistent and have the common symbol A,

11 U 13 and 12 are consistent and have the common symbol b,

11 and 12 U 13 are consistent and have the common symbol b.

It is important to notice that if the consistency check failed for at least
one node, e.g., for 9, then the condition of Dec would fail and this rule would
not be applicable for 1 and 2 using f. Then we should try hA. If the same

5By “3 is consistent” we actually mean “the set of terms at node 3 is consistent”, etc.
Consistency of 11 U 13 means that the union of term sets at 11 and at 13 is consistent.
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thing happens for h as well, then Dec is not applicable to 1 and 2 at all and
we have to use Sol. Another important thing is to see what would happen
if a pair of consistent nodes did not have a common symbol: for instance,
if 5 and 6 are consistent but do not have a common symbol. In this case,
we would cash this info and would not continue to check consistency of the
successors of these nodes, i.e., we would not check whether 8 and 10, and 11
and 12 U 13 are consistent.
Coming back to the derivation, we have a new configuration

{yr : {f(f(a,0), fa,c))} = {g(g(d)}, u2 : {g(g(a))} = {f(f(D,c), f(b,C))}};
5 fly,ye); 15 1.

We select the first AUT and apply Dec. It should check whether nodes
3 and 5 have a common symbol. But we already did it in the consistency
check and cashed the value. It is h. (If the cashed result told us there is no
such common symbol, we would use Sol instead of Dec.) Subsequently, since
in 3 the h comes with p = {(1,1), (1,2)}, we need to check whether the set of
the first and second successors of 3 is consistent (the set 11 in Dec). As one
can see from the shared representation of the graph, this set is just 7. We
already know that it is consistent, because we checked its consistency when
we showed that 3 is consistent. Similarly, 9 is consistent (the set ()12 in Dec).
As for Q21 and @2, they both are empty because the second argument of h
does not appear in the p’s at 3 and at 5. Therefore, the new configuration is

{z1: {fla,0)} = {g(0)}, 22 : T = T, y2: {g9(g(a))} = {f(f(b,c), f(b,c))}};
s f(h(z1, 22), 42); 0.8; 0.9.

By the Tri rule, we can remove 2s:

(s (£(@,0)) = (9B}, 2+ {9(a(@)} = (F(Fb,0), Fb, )}
s f(h(z1,-),92); 0.8; 0.9.

Now we apply Dec to the first AUT. It should check whether the nodes
that correspond to the terms in this AUT (i.e.,, 7 and 9) have a common
symbol. But again, we can retrieve it from the cash. It is h. Based on the
p’s of h in these nodes, we need to check whether the set of the first and
second successors of 7, i.e., 11 U 13, is consistent (the set ()11 in Dec), and
the successor of 9, i.e., 12, is consistent (the set (12 in Dec). We again reuse
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the cashed info that we got when we checked the consistency of 3. Hence,
the new configuration is

{w {CL c} = {b},us: &=, ya: {g(gla))} = {f(f(b,c), f(b,c))}};
JF(h(h(u1,u2),-),y2); 0.8; 0.9.

By the Tri rule, we can remove us:

{w {ac}f{} 2 :{g(g(a))} = {F(f(b;c), F(b,0))}};
f(h(h(uy ) ), y2); 0.8; 0.9.

Applying Dec to the first AUT, we check what is the common symbol
between the nodes that correspond the terms there: 11 U 13 and 12. The
cashed result tells us that it is b. No further consistency checks are needed
because of the empty p it has. We get

{y2: {g(g(a))} = {F(f(b,¢), f(b, )} &5 F(R(R(D, ), ), 2); 0.6; 0.9

and continue in the similar manner:

{2 - {g(g(a))} = {f(f (b, ), F(b,c))}}; D5 f(A(A(D,-),-),42); 0.6; 0.9 = pec

v {g(@)} = {f(b.0)}, v F = T} 5

F(R(h(b,-),-), h(v1, v2)); 0.6; 0.8 =
{v{g(a)} = {f (0, c)}}' & f(h((b, -), ), hv1;-)); 0.6; 0.8 =pec
{wi {a} = {b,c}, wa - @ = T} &

F(h(h(b, ),,),h(h(wl,wg) 1)); 0.6; 0.8 =1,
{wi {a} = {b, ety & f(R(R(D, -), ), h(R(wi; ), -); 0.6 0.7 = pec
i & f(h(h(b, ), ), h(A(b, ), -)); 0.6; 0.7,

This is the first terminal configuration. Remember that in the first de-
composition step, we had an alternative in choosing h instead of f. Exploring
it, we start with the step:

{z {f(f(f(a, ¢), fla; ), 9(g(a)))} = {f(g(g(b)), F(f (b, ), F(b,c))}};

i x; 1, 1 =pec

{y1: {f(f(a,c), f(a, ), g(g(a))} = {g(g(0)), F(f(b, ), f(b,c))},
Y2 : @ = @};@; h(yl,yg), 08, 0.8.
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(To perform this step, we had to make sure that both 3 U4 and 5 U 6 are
(R, \)-consistent.) Continuing further, we reach the next terminal configu-
ration:

{y1 : {f(f(a, ), fla,c)), g(g(a))} = {g(g(b)), F(f(D,c), f(b,c))},
Yo &= S s h(yr,y2); 0.8; 0.8 ="
i &5 h(h(h(b,),-),); 0.6; 0.7.

Hence, we got two answers computed by Ql}u”_lm:

F(R(h(D, ), ), h(h(D, ))); 0.6;0.7, h(h(h(b,),),),0.6,0.7.

Q(}u” gives the same answers, since the store is empty: no merging is needed.

5.6 Concluding remarks

We designed class-based unification, matching, and anti-unification algo-
rithms for proximity relations in fully fuzzy signatures, where mismatches
are permitted not only in symbol names but also in their arities, and proved
their termination, soundness, and completeness.

Proximity between arguments of distinct function symbols is expressed
by argument relations. The diagram below illustrates connections between
versions of argument relations. These connections are also reflected in the
problems that use these relations. The arrows in the diagram indicate the
direction from more general cases to more specific ones.

(unrestricted relations)—»(correspondence relations)

A
@nrestricted mappings)—»(correspondence mappings)

For unification, we require the argument relations to be correspondence
relations in order not to have arguments skipped. The results are naturally
valid for correspondence mappings as well, i.e., we covered the right column
in the diagram. For matching, there is no restriction: we can use arbitrary
argument relations (and, in particular, mappings).

To compare with related work, we note that on one hand, our unification
and matching results can be seen as more general than those from [2] because
we relax the similarity relation to proximity and do not require the argument
relations to be necessarily mappings. On the other hand, for unification
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we have correspondence relations, that are left- and right-total, while in [2]
the argument relations are total only on the smaller side. However, the
requirement of using correspondence relations is not really a restriction since
any argument relation can be turned into a correspondence by adding dummy
arguments. Moreover, these results also extend those from Section 4.2 and
Section 4.3, where the argument relations are the identity relations.

The anti-unification algorithms illustrate more fine-grained distinction
depending on the used relations. For the unrestricted cases (left column),
we compute mesrg’s. For correspondence relations and correspondence map-
pings (right column), we compute mesg’s. (In fact, for them, the notions of
mesrg and mesg coincide). The algorithms for relations (upper row) are more
involved than those for mappings (lower row): Those for relations deal with
AUTSs containing arbitrary sets of terms, while for mappings, those sets have
cardinality at most one, thus simplifying the conditions in the rules. More-
over, the two cases in the lower row generalize the existing anti-unification
problems:

e the unrestricted mappings case generalizes the problem from [2] by
extending similarity to proximity and relaxing the smaller-side-totality
restriction;

e the correspondence mappings case generalizes the problem from Section
4.4 by allowing permutations between arguments of proximal function
symbols.

Moreover, the described anti-unification algorithms are modular and can
be used to compute linear generalizations by just skipping the merging rule.

All our algorithms (unification, matching, anti-unification) can be easily
turned into the corresponding algorithms for crisp tolerance relations by tak-
ing lambda-cuts and ignoring the computation of the approximation degrees.

We did not consider cases when two symbols can be related to each other
by more than one argument relation, or whether a function symbol can be
related to itself with a relation other than the identity. Our results can
be extended to them, thus opening a way towards approximate unification,
matching, and anti-unification modulo background theories specified by shal-
low collapse-free axioms. Note that the corresponding crisp unification has
been studied quite intensively, see, e.g., [71, 15]. Another interesting direction
of future work would be extending our results to quantitative algebras [52]
that also deal with quantitative extensions of equality.
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CHAPTER 6
Proximity Relations in
Rule-Based Programming

In this chapter we describe an extension of a rule-based programming for-
malism pLog with proximity relations. The extension combines the power of
conditional transformation rules with approximate unranked pattern match-
ing. The obtained calculus, called pLog-prox, is suitable for nondeterministic
computations in both crisp and fuzzy settings, controlled by strategies.

6.1 Introduction to pLog

pLog [55] is a calculus for conditional transformation of sequences of ex-
pressions, controlled by strategies. It originated from experiments aiming at
extending the language of symbolic computation system Mathematica [80]
by a rule-based programming package [54, 56]. Meanwhile there are some
tools based on or influenced by pLog, such as its implementation in Math-
ematica [53], an extension of Prolog, called PpLog [25], or an extension of
Maple, called symbtrans [11].

The language of pLog is richer than what we considered in the previous
chapters. pLog objects are logic terms that are built from function symbols
without fixed arity and four different kinds of variables: for individual terms,
for finite sequences of terms (hedges), for function symbols, and for contexts
(special unary higher-order functions). Rules transform finite sequences of
terms, when the given conditions are satisfied. They are labeled by strategies,
providing a flexible mechanism for combining and controlling their behavior.
pLog programs are sets of rules. The inference system is based on SLDNF-
resolution [51]. Program meaning is characterized by logic programming
semantics. Rules and strategies are formulated as clauses.

pLog-based /inspired tools have been used in the extraction of frequent
patterns from data mining workflows [60], for automatic derivation of mul-

149



150 6. APPLICATIONS: RULE-BASED PROGRAMMING

tiscale models of arrays of micro- and nanosystems [81], modeling rewriting
strategies [22], etc.

At the core of pLog there is a powerful pattern matching algorithm [44].
Matching with hedge and context variables is finitary: problems might have
finitely many different solutions. In many situations, it can replace recursion,
leading to pretty compact and intuitive code. Nondeterministic computations
are modeled naturally by backtracking.

The computational mechanism of pLog is based on the assumption that
the provided information is precise and the problems can be solved exactly.
However, in many cases, especially in the areas related to applications of ar-
tificial intelligence, one has to deal with vague information, which increases
the demand for the corresponding reasoning and computing techniques. Sev-
eral approaches to this problem propose methods and tools that integrate
fuzzy logic or probabilistic reasoning with declarative programming, see, e.g.,
[30, 59, 58, 27, 50, 69, 65, 32, 33].

pLog-prox, described in this chapter, is an attempt to address this prob-
lem by combining approximate reasoning and strategic rule-based program-
ming. It extends pLog with capabilities to process imprecise information
represented by proximity relations. We develop a matching algorithm that
solves the problem of approximate equality between terms that may contain
variables for terms, hedges, function symbols and contexts. A particular
difficulty is related to the fact that proximity relations are not transitive.
We prove that our matching algorithm is terminating, sound, and complete,
and integrate it in the pLog-prox calculus. The integration is transparent:
approximate equality is expressed explicitly, no hidden fuzziness is assumed.
Multiple solutions to matching problems are explored by nondeterministic
computations in the inference mechanism.

The rest of the chapter is organized as follows: In Section 6.2 we introduce
the additional terminology and define our language. Section 6.3 is about the
basics of pLog-prox: its syntax, semantics, and an illustrative example are
presented. In Section 6.4, we develop an algorithm for solving proximity
matching problems and prove its properties. Section 6.5 is the conclusion.

6.2 Notions and terminology

In this section, we introduce the additional notions needed in the rest of the
chapter.
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Terms, hedges, contexts, substitutions
The alphabet A consists of the following pairwise disjoint sets of symbols:
e V1 term variables, denoted by z,v, 2, . . .,
e )Vs: hedge variables, denoted by 7,7, %, . . .,
e Vk: function variables, denoted by X,Y, Z, ...,
e Vc: context variables, denoted by X,Y,Y, .. .,
e F: unranked function symbols, denoted by f, g, h,....

Besides, A also contains auxiliary symbols such as parenthesis and comma,
and a special constant o, called hole. A wvariable is an element of the set
YV =V7ruVsuVruVc. A functor, denoted by F, is a common name for a
function symbol or a function variable.

We define terms, hedges, contexts, and other syntactic categories over A
as follows:

tu=a| f(3) | X(3)| X(t) Term
tu=ty,...,t, (n=0) Term sequence
su=t|T Hedge element

Su=81,...,8, (n=0) Hedge
C:=o ‘ f(S‘l,C', 52) ’ X(gl, C, §2) ‘ 7(0) Context

Hence, hedges are sequences of hedge elements, hedge variables are not
terms, term sequences do not contain hedge variables, contexts (which are not
terms either) contain a single occurrence of the hole. We do not distinguish
between a singleton hedge and its sole element.

We denote the set of terms by 7 (F, V), hedges by H(F,V), and contexts
by C(F,V). Ground (i.e., variable-free) subsets of these sets are denoted by
T(F), H(F), and C(F), respectively.

We make a couple of conventions to improve readability. We put paren-
theses around hedges, writing, e.g., (f(a),Z,b) instead of f(a),Z,b. The
empty hedge is written as (). The terms of the form a() and X() are ab-
breviated as a and X, respectively, when it is guaranteed that terms and

/

symbols are not confused. For hedges § = (sq,...,s,) and § = (s},...,5.),
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the notation (8, §') stands for the hedge (s1, ..., Sp, s},...,5,,). We use § and
7 for arbitrary hedges, while # is reserved for term sequences.

Below we will also need anonymous variables for each variable category.
They are variables without name, well-known in declarative programming.
We write just _ for an anonymous term and function variable, and __ for an
anonymous hedge and context variable. The set of anonymous variables is
denoted by Va,.

A syntactic expression (or, just an expression) is an element of the set
FOUVUT(F,V)UH(F,V)UC(F,V). We denote expressions by E.

We also introduce two notations: V(FE) denotes the set of variables oc-
curring in expression E, and V(FE,{p1, ...,p,}), where p;’s are positions in
E, is defined as V(E, {p1, ..., pn}) = U V(E],,), where E|,, is the standard
notation for a subexpression of F at position p;.

Contexts can apply to contexts or terms. This meta-operation is denoted
by C1[Cs] or Cy[t] and is obtained from C; by replacing the hole in it by Cs
or t, respectively. Thus, C1[Cs] is a context and C}[t] is a term.

Substitution is a mapping o from V to T(F,V) u H(F,V) v C(F,V) u
F U V, defined as

o(x) e T(F,V), o(T) e H(F,V),
o(X)eF UV, o(X)eC(F,V),

such that o(v) = v for all but finitely many term, hedge, and function vari-
ables v, and X = X (o) for all but finitely many context variables X.
Substitutions are denoted by Greek letters o, 9, ¢. The identity substi-
tution is denoted by Id.
A substitution ¢ may be extended to elements of the set T (F,V) u
H(F,V)uC(F,V)uF uVk in the following way:

o(z), F(8)o = (Fo)(S0), X(t)o = o(X)[to],
o(T), (S1,...,80)0 = (810,...,8,0), X

o0 = o, F(5,,C,5)0 = (Fo)(510,C0,5,0), X(C)o =o(X)[Ca].

To
g

S|

Proximity relations

Given a proximity relation R defined on F, we extend it to FUVUT (F,V)u
H(F,V)uC(F,V):

e For variables, V e V:
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~R(V,V) = 1.
e For terms, ¢,t' € T(F,V):

— Ift = F(8) and t' = F'(§'), then R(t,t') = R(F, F') A R(5,5).
e For hedges, s,s' € H(F,V):

— If § and & have the same number of elements, e.g., § = (s1,..., )
and § = (s},...,s)), then R(5,5") = R(s1,5)) A+ A R(Sn, Sh,).

r n

e For contexts, C,C" € C(F,V):

— R(o,0) = 1.

— If C' and C’ have the same number of arguments and their context
arguments appear in the same position, e.g., C' = F(§1,(C1, $2)
and C' = F'(8),C1, 8,), then R(C,C") = R(F, F') A R(51,8)) A
R(Cy,CY) A R(32,8).

e In all other cases, R(E, E') = 0 for two syntactic expressions F, E’ €
VUT(F,V)UH(F,V)uCl(F,V).

When R is strict on F, its extension to F oV u T(F,V) u H(F,V) u
C(F,V) is also strict.

The notion of proximity class extends to elements of F UV u T (F,V) u
H(F,V)uC(F, V). It is easy to see that each proximity class in this set is
also finite.

6.3 The syntax of pLog-prox

Syntactic matching and proximity matching problems

The extensions of syntactic matching and proximity matching to the expres-
sions defined in this chapter are straightforward.

Example 6.3.1. The syntactic matching atom
(X(a),Z,Y(X(T,9)),2) < (f(a), g(b, f(b), f(a, f())),b,c)
has two solutions:
UIZ{X'_)fvf'_)O
UQZ{X'_)f>f'_)()

(b0, f(a, (b)), y = b, Z— (b, 0)}

Yoy
, Y — g(b, f(b), f(a,0)), y — b, Z— (b,c)}
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Example 6.3.2. Let the proximity relation R be given by the following:

R(g1, M) = R(g2, 1) = 0.4
R(g1, h2) = R(g2, h2) = 0.5
R(g2, hs) = R(gs, h3) = 0.6
R(a,b) =0.7

Let the proximity atom be

P = f(z,2,Y(x),%) «r flg1(a), g2(b), f(gs(a))).

Consider the approximation levels A = {0.4,0.5,0.6,0.7}. We get the
following solutions to P: (In all cases, the proximity degrees of solutions
coincide with \.)

A=04:
o1 ={T = (), 2= hi(a),Y = 0,z — f(gs(a))}
oy = {T = (), 2 = ha(a),Y = 0,7 — f(gs(a))}
o3 = {T = (), 2= hi(b),Y = 0,z — f(gs(a))}
oy ={T = (), 2= hy(b),Y = 0,z — f(gs(a))}
05 = {T = (), 2= hi(a),Y — 0,7 — f(gs(h))}
06 = {T = (), 2= ha(a),Y = 0,z — f(gs(h))}
or ={T = (), = hy(b),Y — 0,z — f(gs(D))}
o8 = {T = (), 2 = ha(h),Y — 0,7 — f(gs(D))}
o9 = {T = (), 2= hi(a),Y = 0,z — f(hs(a))}
010 = {T = (), 2 = ha(a),Y = 0,z — f(h3(a))}
o1 ={T = (), 2= hi(b),Y = 0,7 — f(hs(a))}
013 = {T = (), 2= ha(b),Y = 0,z — f(hs(a))}
013 = {T = (), 2= hi(a),Y = 0,z — f(h3(b))}
o1 = {T = (), 7 = haa),Y — 0,7 — f(h3(b))}
015 = {T = (), 2= hy(b),Y = 0,z — f(hs(b))}
016 = {T > (), 2 hy(b),Y > 0,2+ f(hs(b))}
o1r = {T = gi(a),z — h3(a),Y — f(0),Z — ()}
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A=006:
o1 ={T — gi1(a),z — h3((1),?»—> f(o),z— ()}
oy = {T — gi(a),x — h3(b),Y — f(0),Z— ()}
o3 = {T— gi(b), 2 — hs3(a),Y — f(0),Z — ()}
oy = {T = gi(b),x — h3(0),Y — f(0),Z ()}

A= 0.7: No solutions.

Note that because of strictness, syntactic matching can be seen as special
proximity matching for an arbitrary R with the lambda-cut equal to 1.

pLog-prox programs and proximity relations

pLog-prox programs consist of conditional rules for hedge transformations. A
transformation is an atomic formula (an atom) of the form = (¢, {8 ), (32)),
where = is a ternary predicate symbol and {-) is a function symbol (which
appears neither in ¢ nor in §; and 33). Such an atom is usually written as
t 1 §; = §o. Intuitively, it means that the hedge s; is transformed into the
hedge 55 by the strategy t. Atoms are denoted by A and B.

A pLog-prox query is a conjunction of atoms, written as By, ..., B,. A
pLog-prox clause has a form A «— @), where « is the inverse implication sign,
A is an atom, called the head of the clause, and @) is a query, called the body
of the clause. pLog-prox programs are finite sets of pLog-prox clauses.

We assume that for each program there is an associated proximity relation
defined on the set of function symbols. For such a relation R, the set of (f, g)
pairs with R(f,g) > 0 is finite.

Moreover, with each query, a global cut value w € (0, 1] is provided. The
meaning of this value is that it sets the lower bound of the approximation
degrees of computed answers.

For working with proximity relations, we introduced a special predefined
strategy prox, which takes a single argument, a number from the real interval
[0,1]. The atom prox(\) :: § = 35 is true iff the proximity matching
problem 8y € max(rw) 51 is solvable for the given R. When A\ = 1, prox
coincides with the identity strategy id of the original pLog [55] (the strictness
assumption is important here). When A = 0, matching is done by taking into
account only the global cut value w. For brevity, we may skip the argument
in this case and write prox :: §; = 3, instead of prox(0) :: § = 3.
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Providing A as the argument of prox gives a flexibility to the user to
require the approximation degree for some problems higher than what w
would guarantee: note max(A, w) in the matching problem for prox. On
the other hand, the same max(\, w) makes sure that a lower value of \ is
overridden by a higher value of w.

For the original version of pLog, semantics of programs can be defined
in the same way as it is done for logic programming [5, 51]. Having defined
proximity strategies as pLog-prox atoms, we can do the same for our version
of pLog-prox programs.

Note that the same strategy can be defined by several clauses, which are
treated as alternatives.

Now we introduce the inference system of pLog-prox calculus with prox-
imity relations. It has two rules: resolution and proximity factoring. A
program, a proximity relation R, and the lower bound w for the answer
approximation are given.

Resolution takes a query with an atom selected in it and a copy of a program
clause with renamed variables and performs the inference step, producing a
new query as follows:

strq 2 lhsq = rhsq, Q strp i1 lhs, = rhs, < Body

bl

(Body, prox(1) :: rhs, = rhsq, Q)o

where ¢ is a solution of the proximity matching problem {str, <z strq,
lhs, <1 lhsq}. The strategy strq does not have the form prox(\).

Proximity factoring takes a query, in which an atom with the proximity
strategy is selected, and produces a new query:

prox(\) :: lhsq = rhsq, @
Qo ’

where o is a solution of the (R,max(\, w))-proximity matching problem
{7 q <R max(rw) hSq}-

A derivation of a query () from a program P (with respect to a proximity
relation R) with the approximation degree at least w is a sequence of triples

<Q07190, 60>7 <Q1,791, 51>, ..., where
e Qo =0Q, Vg = Id, and &y = 1;
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e (); is a query obtained from (;_; by resolution or proximity factoring;

e VJ; =1, 10 and §; = §;_1 A &, where o is computed at the application of
resolution or proximity factoring when obtaining @); from @);_;, and «
is the approximation degree of . (For resolution, o« = 1. For proximity
factoring, o« > max(\, w).)

A derivation is successful if it ends with {Q,,?,,d,), where @, is the
empty query. Then the answer computed for () via P by this derivation is the
pair (¢,0), where 9 is the restriction of ¥,, to the variables of @ and 6 = J,,.
(Sometimes we refer only to the substitution as the computed answer.) By
construction, & > w. A derivation is failed, if none of the inference rules
can apply to the last query. Like for the original pLog, the inference system
is sound: the computed answers are also correct with respect to declarative
semantics. It is not complete in general due to the leftmost query selection
strategy. Completeness is ensured for queries with terminating derivations.

We can allow negations of atoms in queries and clause bodies, as in normal
logic programs [5, 51, 6]. Literal is a common name for an atom and its
negation. We use the letter L to denote them. To deal with negative literals,
the inference system can be extended by the well-known negation-as-failure
rule.

In order to guarantee that inference in pLog-prox is performed by match-
ing and not unification (because the latter problems may have infinitely many
solutions [42, 21]), we work with well-moded programs and queries.

Definition 6.3.1 (Well-moded clauses, programs, queries). Let C' be a (nor-
mal) clause
stro i g = Spy1 «— La,..., Ly,

where for each 1 <1 < n, the literal L; is either an atom str; :: §; = T; or a
negation of an atom str; :: §;=e>7;. C is well-moded if for all 1 <i < n+1,
we have

o V(str;) uV(8;) € V(strg) U U;;B V(7)\Van, and

e if L; is a negative literal, then V(7;) < V(strg) u Uj;% V() U Van.

A (normal) pLog-proz program is well-moded if all clauses in it all well-
moded.

A (normal) query Ly, ..., L, is well-moded if the clause A «— Ly,..., L,
is well-moded, where A is a dummy ground atom.
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Example 6.3.3. In this rather extended example we illustrate plLog-prox
clauses, strategies, and evaluation mechanism. We borrow the material
from [25] and adapt it to pLog-prox.

An instance of a transformation is finding duplicated elements in a hedge
and removing one of them. Let us call this process duplicates merging. The
following strategy implements the idea:

merge_duplicates :: (T, z, ¥, z, Z) = (T, @, U, 2).

merge_duplicates is the strategy name. The clause is obviously well-
moded. It says that if the hedge in lhs contains duplicates (expressed by
two copies of the variable z) somewhere, then from these two copies only
the first one should be kept in rhs. That “somewhere” is expressed by three
hedge variables, where T stands for the subhedge before the first occurrence
of x, 7y takes the subhedge between two occurrences of x, and Z matches the
remaining part. These subhedges remain unchanged in the rhs.

One does not need to code the actual search process of duplicates ex-
plicitly. The matching algorithm is supposed to do the job instead, looking
for an appropriate instantiation of the variables. There can be several such
instantiations.

Now one can ask, e.g., to merge duplicates in a hedge (a, b, ¢, b, a):

merge_duplicates :: (a, b, ¢, b, a) = T.

To this query, pLog-prox returns two answers: {T — (a, b, ¢, b)} and
{T — (a, b, ¢, a)}. Both are obtained from (a, b, ¢, b, a) by merging one pair
of duplicates.

Now we generalize merge_duplicates allowing merging of approximate du-
plicates:

merge_duplicates :: (T, =, 7, y, Z) = (T, ©, Y, Z) « Prox :: r = y.

This clause (which is well-moded) removes y from the given hedge, if
the hedge contains an z such that x and y are close to each other with
respect to the given proximity relation. Note that prox does not have an
argument (equivalent to prox(0)), which means that the lower bound of the
approximation degree will be taken from the query.

Assume now that in the proximity relation R, we have R(a,e) = 0.6 and
R(b,d) = 0.7. Let w = 0.8. Then the query

merge_duplicates :: (a, b, ¢, d, ) =T
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fails, because (a, b, ¢, d, €) does not contain elements which are close to each
other with the proximity degree at least 0.8. If we take w = 0.7, we get a
single answer: {T — (a, b, ¢, €)} with the computed approximation degree
0.7. Decreasing w further to 0.6 will lead via backtracking to the following
two answers: {T — (a, b, ¢, d)} (with degree 0.6) and {T — (a, b, ¢, e)} (with
degree 0.7).

A duplicates-free hedge is a normal form of the single-step transforma-
tion merge_duplicates. pLog-prox has a predefined strategy for computing
normal forms, denoted by nf, and we can use it to define a new strategy
merge_all_duplicates in the following clause:

merge_all_duplicates :: T =7 <« nf(merge_duplicates) :: T = 7.

The effect of nf is that it applies merge_duplicates to T, repeating this
process iteratively as long as it is possible, i.e., as long as duplicates can be
merged in the obtained hedges. When merge_duplicates is no more applica-
ble, it means that the normal form of the transformation is reached. It is
returned in 7.

Now, for w = 0.6 and the query

merge_all_duplicates :: (a, b, ¢, d, e) = T.

we get a single answer {T — (a, b, ¢)} with degree 0.6. However, procedu-
rally, this answer can be computed multiple times (via backtracking). To
avoid such multiple computations, we can use another predefined strategy
first_one:

merge_all_duplicates :: T =7 «

first_one(nf(merge_duplicates)) :: T = 7.

first_one applies to a sequence of strategies, finds the first one among
them, which successfully transforms the input hedge, and gives back just
one result of the transformation. Here it has a single argument strategy
nf (merge_duplicates) and returns (by instantiating %) only one result of its
application to 7.

pLog-prox is good not only in selecting arbitrarily many subexpressions in
“horizontal direction” (by hedge variables), but also in working in “vertical
direction”, selecting subterms at arbitrary depth. Context variables provide
this flexibility, by matching the context above the subterm to be selected.
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With the help of context and function variables, from the merge_duplicates
strategy it is pretty easy to define a transformation that merges neighboring
branches in a tree, which are approximately the same:

merge_duplicate_branches :: X (Y (7)) = X (Y (7)) «

merge_duplicates :: T = 7.

Now, we can ask to merge neighboring branches in a given tree, which are
at least 0.6-approximate of each other (for the same R as above) by setting
w = 0.6 and evaluating the query

merge_duplicate_branches ::
flg(a,b,e, hic,c)), h(c), gla,b,d, h(c))) = =.

pLog-prox computes three answers together with their approximation de-
grees:

{z = [flg(a,b,h(c,c)), h(c), g(a,b,d, h(c)))}, 0.6,
{z— f(g(a,b,e,h(c)), h(c), gla, b, d, h(c)))}, 1,
{z = flg(a,be hlc,c)), hlc), gla, b, h(c)))}, 0.7.

To obtain the first one, pLog-prox matched the context variable X to
the context f(o, h(c),g(a,b,d,h(c))), the function variable Y to the func-
tion symbol g, and the hedge variable Z to the hedge (a,b, e, h(c,c)). Then
merge_duplicates transformed (a, b, e, h(c,c)) to (a,b,h(c,c)). The other re-
sults have been obtained by taking different contexts and respective sub-
branches.

The right hand side of transformations in the queries need not be a vari-
able. One can have an arbitrary hedge there. For instance, we may be
interested in trees that contain h(c,c) (with w = 0.6):

merge_duplicate_branches ::
flg(a,b,e, h(c, ), hle), g(a,b,d, h(c))) = X(h(c,c)).

We get here two answers, which show instantiations of X by the relevant
contexts:

{X = flg(a,b,0), h(c), g(a,b,d, h(c)))}, 0.6,
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(X — flgla,b,e.0), h(e), gla.b,h(c)))}, 0.T.

Similar to merging all duplicates in a hedge above, we can also define
a strategy that merges all approximately duplicate branches in a tree re-
peatedly. Naturally, the built-in strategy for normal forms plays a role also
here:

merge_all_duplicate_branches :: © = y «

first_one(nf(merge_duplicate_branches)) :: . = 3.
For the query (with w = 0.6)

merge_all_duplicate_branches ::
f(g(a,be,h(c,c)), h(c), g(a,e,b, h(c))) = T.

we get a single answer {T — f(g(a,b,h(c)),h(c))} with degree 0.6.

Example 6.3.4. Due to the non-transitivity of proximity relations and the
way how matchers are computed from left to right, rearranging the sequence
elements in the query for merge_all duplicates from the previous example
affects the computed answers. For instance, if R(a,b) = 0.7, R(b,c) = 0.6
and w = 0.5, then for the query

merge_all_duplicates :: (a,b,¢) = T

pLog-prox computes the answer {T — (a,c)} with the approximation degree
0.7. If we take

merge_all_duplicates :: (b, ¢,a) = 7,

then the answer is {T — b} with the approximation degree 0.6. See also [20]
for similar examples.

6.4 Solving proximity matching problems

As one could see in the previous section, the inference rules of pLog-prox
heavily rely on solving proximity matching problems. Well-modedness guar-
antees that only proximity matching problems with ground right hand side
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arise during derivations of queries from plLog-prox programs. Resolving nega-
tive literals reduces to the problem of testing whether two ground expressions
are in the given proximity relation with respect to the given cut value.

We describe in this section an algorithm 9)i,, based on the matching
algorithm 90 from section 4.3. 91, computes not only solutions to proximity
matching problems, but also the degrees of proximity for the solutions. They
can be used to report the proximity degree of a query instance that is proved
from the program.

We say that a set of equations {Vi ~ Fy,...,V, ~ E,} is in

e matching pre-solved form, if the E’s are ground,

e matching solved form, if it is in matching pre-solved form and each
variable V; appears in the set only once.

If S is a solved form, we define an associated substitution og := {V; —
E; | Vi~ E; € S}.

While in 99t we have rules that compute the solutions in a compact form,
as proximity classes, the rules of 9,, as they are defined bellow, will generate
through branching all individual solutions, as well as their proximity degrees.
We have six success and four failure rules:

RFS: Removing function symbols
{(f(3) «<ra g®)}w M; S; a = M U {5 <r,t}; S; A B,
where R(f,g) =B = \.

Dec: Decomposition
{(t,3) «ra (D)} w M; S; o= M U {t <g\t', 5 <rrt}); S; «,
where 5 # () and £ # ().

FVE: Function variable elimination
{(X(3) «rag®)}w M; S; a= M U {5 <prt}; SU{X ~7g}; xnB,
where R(¢',9) = B = A

CVE: Context variable elimination
{X(t1) «rp Clta)} w M; S; o = M U {t; <pta}; SU{X ~C'}; oA B,
where R(C",C) = = A
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TVE: Term variable elimination
{v «<gattw M; S; o= M; Suf{z~t}; on B,
where R(t',t) = 3 = \.

HVE: Hedge variable elimination
{(T,3) «ra (1, t2) ) w M; S; o= M U {3 «pita}; SU{T~T}; anB,
where R(#),#) = B = \.

Clal: Clash 1

{f(3) «rag®)}w M; S; a= L1, ifR(f,g9) <A

Cla2: Clash 2
{(t,3) <ra O} w M; S; o = L.

Cla3: Clash 3
{() «rx (KD} w M; S; = L.

Inc: Inconsistency
M; S; o = 1,
if S' contains two equations with the same variable in the left hand side.

For solving a proximity matching problem M, we create the initial con-
figuration M; ;1 and start applying the rules exhaustively. If the same
configuration can be transformed by multiple rules, they are applied concur-
rently, except when one of the rules is Inc: in this case only Inc applies. Each
elimination rule instantiates a variable not exactly with the corresponding
expression in the right hand side, but with its approximate expression. Since
proximity classes of objects are finite, these choices cause only finite branch-
ing. The other source of branching is the choice of a hedge and a context
from the right hand side in CVE and HVE rules. Also here, there are finitely
many ways to branch. The described process defines the algorithm 9,

Theorem 6.4.1 (Termination). The prozimity matching algorithm M, ter-
minates. Fach final configuration has the form either L or ¢J;S; «, where S
is in matching solved form.

Proof. Let size(F) denote the number of symbols in an expression E. By
Msize(M) we denote the multiset {size(E») | E1 <gx E2 € M}. To each con-
figuration M; S; « we associate the complexity measure, the pair {( Msize(M),
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varocc(M)), where varocc(M) is the number of variable occurrences in M.
The measures are compared lexicographically, where the used orderings for
the components are multiset ordering [18] and the standard ordering on nat-
ural numbers. The RFC and Dec rules decrease the first component of the
measure. (Note that for Dec the decrease is ensured by the requirement that
§ and f are not empty hedges.) The elimination rules do not increase the first
component and decrease the second one. The failure rules stop immediately,
since | is not transformed further. Hence, the algorithm terminates.

Since for each possible shape of a proximity matching problem there is a
corresponding rule, the process stops either with L or with a configuration
of the form (; S; . In the latter case, S should be in solved form, otherwise
Inc would transform it into L. ]

From each final configuration ¢;.S; @, we can extract the corresponding
substitution og. These substitutions are called computed answers.

We say that o is a solution of a (pre-solved) set of equations {V} =~
Ey, ...V, ~ E,} iff Vo = E; for each 1 <i < n. A solution of a pair M; S,
where M is a proximity matching problem and S a set of equations in pre-
solved form, is a substitution o that solves both M and S. The configuration
1 has no solutions.

Theorem 6.4.2 (Soundness). Let M be a prozimity matching problem and
o be its computed answer with the proximity degree . Then o is a solution
of M with the proximity degree .

Proof. Let My; S1; ¢y =>r Ms; Sy; &s be the step made by R, where R is one
of the rules above. We show that if o is a solution of M, (with the degree
®y) and Sy, then o is a solution of M; (with the same degree o) and Sj.

R is RFS. Then oy = 3 A B, where R(f,g) = B = A. Obviously, if
R(30,t) = oy A B, then R(f(3)a,g(t)) = oy A B. Hence, in this case o is a
solution of M; with the degree oz and Sy (which is the same as 55).

R is FVE. Then oy = &3 A  where R(¢’,g) = . Besides, ¢ = Xo.
Therefore, if R(50,t) = oy A B, then R(X(3)o,g(t)) = a1 A B, and if o
solves Sy, then it solves also S7. Hence, also in this case ¢ is a solution of
M, with the degree s and 5.

For the other success rules the proof is similar or easier.

To prove the soundness theorem, we just need to proceed by induction on
the length of a successful derivation, using the single-step soundness result
we have just established. O
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Lemma 6.4.1. If M;S;x = 1, then M;S has no solution.

Proof. Assume M is an (R, \)-matching problem and analyze the rules that
lead to L. For the Clal rule, M is unsolvable, because R((f3))a, g(f)) =
R(f(30),9(t)) = R(f,9) A R(30,1) < R(f,9) < A. In Cla2 and Cla3 rules,
unsolvability of M follows from the fact that a nonempty hedge cannot be
approximated by the empty hedge. In the Inc rule, if we have two equations
with the same variable in the left hand side, it means that their right hand
sides are different. Since equations in S are solved syntactically, it implies

that S has no solution. O

Theorem 6.4.3 (Completeness). Let M be a proximity matching problem
and o be its solution with the proximity degree . Then there exists a deriva-
tion in M, ending with a configuration M; ;1 =* &;S;«, such that
g =20g.

Proof. We construct the desired derivation under the guidance of . At each
variable elimination step, we choose the proximal object of the variable ex-
actly as o does. This will guarantee that proximity degrees at each such
step will be also in accordance to o. Applying RFS and Dec steps will not
lower the proximity degree under «, because o is a solution. No clashing
and inconsistency step will be performed, because by Lemma 6.4.1 it would
contradict the solvability of M. Hence, if 31,..., 3, are all #’s in the deriva-
tion, then 31 A -+ A B, = . Since we start from the proximity degree 1, the
computed proximity degree will be 1 A 31 A -+ A B, = . By construction,
og = 0. ]

Example 6.4.1. We use the proximity relation and problem from Exam-
ple 6.3.2. The relation R is

R(g1,h1) = R(g2, 1) = 0.4
R(g1,h2) = R(g2, ha) = 0.5
R(g2,h3) = R(g3, h3) = 0.6
R(a,b) = 0.7

The proximity matching problem is

f@,2,Y(2),7) <z fg1(a), g2(b), f(g5(a))).
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We take the cut A = 0.6 and show how 9, computes one of the solutions
of this problem, namely o3 = {T — ¢1(b),x — h3(b),Y — f(0),Z — ()}:

{f(@,2,Y (2),Z) <ro6 [(91(a), 92(D), f(g3(a)))}; &3 1 ==res
{(T,2,Y(2),2) <ros (91(a), g2(0), fg3(a)))}; T 1 —>nve

{(2,Y (2),%) <ro6 (92(0), fg3(a)))}; {T ~ g1 (0)}; 0.7 =>1ve
{(7(1')73) <Rr06 (f(g3(a)}i {7 ~ g1(b), x ~ h3(b)}; 0.6 =>cve
{(2,%) <ro6 (93(a);{T ~ 1 (b), & ~ hs(b), Y ~ f(0)};0.6 =>1ve
{Z <ro6 O} {T ~ 01 (b), © ~ hs(D), Y ~ f(0)};0.6 =>nve

4T ~ g1(b), v ~ h3(b), Y ~ f(0), z~ ()};0.6.

/‘\

T

~

6.5 Conclusion

We extended the pLog calculus with the capabilities of working with strict
proximity relations. This extension, called pLog-prox, can process both crisp
and fuzzy data. With the help of the corresponding strategies, the user has
full control on how fuzzy (proximity) relations are used. There are no hidden
assumptions about fuzziness.

We showed that matching modulo proximity can be naturally embed-
ded in the strategy-based transformation rule framework of pLog-prox. We
developed a proximity matching algorithm for expressions involving four dif-
ferent kinds of variables (for terms, for hedges, for function symbols, and for
contexts), and proved its termination, soundness, and completeness.
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CHAPTER 7

Multiple Similarity Relations

7.1 Introduction

While the previous chapters were all about symbolic techniques for proximity
relations, here we move the focus onto similarity. Reasoning with similarity
relations requires solving similarity-based constraints, which is the central
computational mechanism for such inferences. Several approaches to unifica-
tion modulo similarity have been proposed, see, e.g., [40, 59, 28, 1, 2, 29, 69,
27, 78, 79, 34, 26]. The techniques studied in these papers usually assume a
single fuzzy similarity relation. However, in many practical situations, one
needs to deal with several similarities between the objects from the same set,
see, e.g. [76, 77], where examples about building online fashion compatibil-
ity representation and understanding visual similarities are considered in the
context of learning image embeddings.

Multiple similarities pose challenges to constraint solving, since we can
not rely on the transitivity property anymore. Note that proximity relations
are not transitive either, but their unification methods have some limitations
in dealing with multiple similarities simultaneously.

In this chapter, we address this problem, proposing an algorithm for
solving constraints over multiple similarity relations. A simple example below
illustrates the problem together with the results of different approaches, and
motivates the development of a dedicated technique for it.

Example 7.1.1. Let white-circle, white-ellipse, gray-circle and gray-ellipse
be four symbols and R; and R4 be two similarity relations, where R4 stands
for “similar color, same shape” and R, denotes “same color, similar shape”.
They are defined as

o Ry (white-circle, gray-circle) = Ry (white-ellipse, gray-ellipse) = 0.5,

o Ry(white-circle, white-ellipse) = Ro(gray-circle, gray-ellipse) = 0.7.

169
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Assume we want to find an object X such that from the color point of
view, it is at least 0.4-similar to white-circle and from the shape point of
view, it is at least 0.5-similar to gray-ellipse. The corresponding constraint
is X ~g, 04 white-circle and X ~g, o5 gray-ellipse. The expected answer is
X = gray-circle. But it is problematic to compute it by the existing fuzzy
unification techniques.

The direct approach, trying to solve each equation separately by the weak
unification algorithm from [69] leads to no solution in this case, because
white-circle and gray-ellipse are not similar to each other by any of the
given relations.

An alternative way could be to consider the constraint over the relation
R1 U R, which is a proximity, not a similarity, since transitivity is not sat-
isfied. However, the proximity unification algorithm from [33] gives no solu-
tion. We can try to use the algorithm for solving proximity constraints from
Section 4.2, but it would give two answers instead of one: X = gray-circle
and X = white-ellipse. On the other hand, the algorithm proposed in this
chapter computes the right solution X = gray-circle. Its similarity degrees
are 0.5 for the relation R, and 0.7 for R,.

It should be mentioned that there exists a so called multi-adjoint frame-
work [40, 59] that is flexible enough to accommodate multiple similarities.
It is a logic programming-based approach, where one needs to extend pro-
grams by fuzzy similarity axioms for each alphabet symbol and use classical
unification. The authors show how to encode Sessa’s algorithm [69] in this
framework.

We take a different approach. We develop the solving algorithm directly,
without being dependent on the implementation or application preferences.
It can be incorporated in a modular way in the constraint logic programming
schema, can be used for constrained rewriting, querying, or similar purposes.
It combines three parts: solving syntactic equations, solving similarity prob-
lems for one relation, and solving mixed problems. We permit not only
variables for terms, but also variables for function symbols, since they are
necessary in the process of finding an “intermediate object” between terms
in different similarity relations.

Before going into the details of our algorithm we will digress by looking
at how Sessa’s algorithm [69] for a single similarity relation works. It is
an elegant generalization of the syntactic unification algorithm [57, 67] to
similarity relations.
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7.1.1 Related work: Sessa’s weak unification

Sessa’s weak unification algorithm [69] originally contained five rules, putting
variable elimination and occurrence check into one. We bring here a slight
reformulation of the algorithm that fits better to the framework we follow
in this thesis. The rules work on triples P;o; &, where P is the similarity
unification problems to be solved, ¢ is the substitution computed so far, and
« is the proximity degree, also computed so far. Remember that terms in
this algorithm are the standard first-order terms, with the similarity relation
extended to them in the usual way.

We give the rules the names, prefixed with weak-: tri for trivial, dec for
decomposition, ori for orient, elim for variable elimination, cla for clash, and
occ for occurrence check.

weak-tri:  {x :;37/\ r}w P;o;a0 = P;o; .
weak-dec:  {f(t1,...,tn) Q?R,A 9(s1,...,8p)} w Pyo; o0 =
{t; z%,/\ S1,... .ty l;z,)\ Sp} U P;o;min(ce, B), !
where n > 0 and R(f,g) = = \.
weak-ori:  {t ~p \ 2} w Pio; 0 = {z ~p , t} w P;o;
where ¢ is not a variable.
weak-elim: {x :;’m t}w P;o;a0 = P{x — t}o{x —t};«, if x¢V(t).
weak-cla:  {f(t1,...,tn) ~p 9(s1,- -, Sm)} @ P;o; @ = false, ?
it R(f,g) < A

weak-occ:  {z ~p , t} w P;o; o0 = false, if x € V(t) and z # ¢.

The main difference between this formulation and Sessa’s original algo-
rithm is that we consider the A-cut and proceed with decomposition if the
similarity between the functions symbols is not smaller than A (the condition
R(f,g) = X in weak-dec), while in the original algorithm, the decomposition
is performed when R(f,g) > 0. Similarly, in weak-cla we have R(f,g) < A,
while in Sessa’s paper it is R(f, g) = 0.

In general, one would need a T-norm here, but since we consider only the minimum
T-norm in this thesis, we wrote min in the rule explicitly.

2Note that here function symbols with different arities have the proximity degree 0.
That means that in the weak-cla rule, if m # n, then R(f,g) = 0.
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To solve a weak unification problem between t and s with respect to a
similarity relation R and a given A, we create the initial triple {t ~g ) s}; Id; 1
and apply the rules as long as possible. When the process ends with (J; 0; «,
then o is a weak unifier of £ and s with the similarity degree o« > \. If false
is reached, then t and s are not weakly unifiable.

Example 7.1.2. From [69, p.414], slightly reformulated. Consider a simi-
larity R such that R(p,r) = 0.5, R(f,g) = 0.7, R(a,c) = 0.3 and perform
the steps of the algorithm for p(f(x),a,y) and r(g(b),c, f(x)) to be unified.
Let A =0.2.

{p(f(x),a,y) =%\ r(9(b), ¢, f(2))}; 1d; | =>yearcaee

{f(z) 232,,\ g(b), a Z;Q,)\ Gy 27?3)\ (@)} 1d; 0.5 = yeak-dec
{z =g b, a=p,c y=p, f(2)}1d;0.5 = yeaelim
{a~%x ¢ y=p f(O)}{z — b};0.5 = yeakdec

{y 27739\ f(0)}; {z — b}; 0.3 = yeak-elim

iz — by — f(b)};0.3.

The computed substitution {z — b,y — f(b)} is a weak most general
unifier of p(f(z),a,y) and r(g(b), ¢, f(z)) with the degree 0.3.

7.2 Notions and terminology

Before presenting our algorithm we define the additional notions needed in
this chapter. They are direct adaptations of the corresponding notions from
the previous chapters.

Terms, atoms, substitutions.

Our alphabet A consists of the following pairwise disjoint sets of symbols:
e V7 term variables, denoted by z,v, 2,
e Vr: function variables, denoted by F, G, H,

e F: function constants, denoted by f, g, h.
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By V we denote the set of variables V. = V1 U Vg, and V is used for its
elements.

A function symbol is a function variable or a function constant, i.e., an
element of the set F = F U Vg. We use the letters f, g, h to denote function
symbols. Each function symbol has a fixed arity.

Terms over A are defined by the grammar t := x | f(t1,...,t,), where f
is an n-ary function symbol. For terms we use the letters ¢, s,r. The set of
terms over A is denoted by T (A).

For a term f(tq,...,t,), if n = 0, we write just f instead of f(). Usually,
from the context it is clear whether we are talking about a symbol or about
a term.

Some of the standard notions related to substitution need to be adjusted
in this chapter, to apply to our alphabet (see below), while others, like do-
main, range, restriction, etc., remain unchanged.

A substitution o is a mapping from V to F u T (A) such that

e o(z) e T(A) for all x € Vr,
e o(F)eF forall FeVg,
e o(V) =V for all but finitely many variables V' € V.

Substitution application to variables, constants, and terms is defined as
follows: fo = fforall fe F, Vo=0c(V)forall VeV, and f(ty,..., t,)0 =
(fo)(tio, ... t,0).

Similarity relations on syntactic domains

Our similarity relations are defined on the set of constants F. Any such
relation R should satisfy the restriction: R(f, g) = 0, if f and g have different
arity.

Given an R defined on F, we extend it to F U T (A):

e For variables: R(V,V) = 1.

e For nonvariable terms: R(f(t1,...,t,),8(s1,...,5,)) = min(R(f,g),
R(t1,51),- -, R(tn, sn)), when f and g are both n-ary.

e In all other cases, R(ty,ta) = 0 for ty,ts € F U T(A).
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Given a similarity relation R and the cut value A € (0, 1], we extend the
definition of the (R, \)-neighborhood of t as nb(t, R, \) := {t' | R(t,t') = \},
where t,t' € FUT (A). Based on the definition of similarity relations above, it
is obvious that neighborhoods of function constants (resp. variables) contain
only function constants (resp. variables) of the same arity. Neighborhoods
of terms contain only terms. All terms in the same neighborhood have the
same structure (same set of positions). We require for each f € F, R, and
A, the set nb(f, R, ) to be finite. It implies that term neighborhoods are
finite as well.

Constraints

In our constraint language, the elements of F U T (A) are the basic objects. In
the rest of the chapter, the letter t is used to denote its elements. Besides, we
have the equality predicate constant = (interpreted as syntactic equality), one
or more similarity predicate constants ~;, ~o, ..., (interpreted as similarity
relations on F U T (A)), propositional constants true and false, connectives
A, v, and the quantifier 3.

Primitive constraints P are defined by the grammar

P = true |false [t =s|t~s|f=g|f~g,

where ~ € {~,~ ...}. Primitive =- and ~-constraints are called primitive
equality constraints and primitive similarity constraints, respectively. A [it-
eral L is an atom or a primitive constraint. A (positive) constraint C over A
is defined as C ::=P |C AC |C v C | 3z.C. In this chapter we consider only
positive constraints.

The domain of the intended interpretation of our constraint language is
its Herbrand universe (the set of ground terms). The predicate constant =
is interpreted as syntactic equality. Each similarity predicate constant ~ is
interpreted as a similarity relation on the domain as defined in the previous
section. When a predicate constant ~ is to be interpreted by a relation R
with the cut value X € (0, 1], we write ~  instead of ~.

A wariable-predicate pair (VP-pair) is either (V, ~x ) or (V,=). We say
that a substitution o is more general than v on a set of VP-pairs W iff there
exists a substitution ¢ such that R(Vop, Vi) > A for all (V, ~% ) € W and
Vop =V for all (V, =) e W. In this case we write o <y 9.

Example 7.2.1. Let Ri(a,b) = 0.7, R1(b,¢) = 0.7, R1(a,c) = 0.8, Ra(b,c) =
0.9, and W = {(x, ~r, 0.5), {¥; =R1,06)> Y R2,0.7)}-



7.2. NOTIONS AND TERMINOLOGY 175

o Let 0 = {z — y} and ¥ = {z — a,y — b}. Then o <y ¥, because for
@ = {z — b,y — b} we have xop = b ~g, 05 a = 20, yop = b ~g, 06
b=yd, and yop = b ~g, 07 b = yv.

e Let 0 = {z— y} and ¥ = {z — a,y — ¢}. Then o <y ¥, because for
@ = {z — b,y — b} we have xop = b ~g, 05 a = 2V, yop = b ~g, 06
c=yv, and yop = b ~g, 07 c = yv.

o Let o ={x— f(y),y— z} and ¥ = {x — f(2),y — a,z — z}. Then
o <y 19, because for ¢ = {y — z,z — a} we have xop = f(z) ~g, 05
f(2) =2V, yop = a ~g, 06 a = yU, and yop = a ~g, 07 a = yo.

Theorem 7.2.1. <,y is a quasi-ordering for all V.

Proof. Reflexivity is obvious. For transitivity, assume oy <yy 09 and oy <y
o3. We will show o7 <yy 3. Take (V,~z ) € W. Then for some ¢; and
w9 we have R(Voyp1, Vo) = A and R(Vogps, Vog) = A. Since similarity is
stable for substitutions [69, Proposition 3.1, we have R(V o1¢1p2, Voaps) =
A. By transitivity of similarity, we get R(Vo101¢2, Vos) = min(R(V o910,
Voayps), R(Voaps, Vos)) = A, which implies that o1 <yy o3. O

We denote the equivalence relation induced by <,y by =.

The notation K- denotes a conjunction of primitive equality constraints.
By K% we denote a conjunction of primitive similarity constraints, all with
the same relation R and the same A-cut: Kg ) =t ~g t] A - AL, =g t),.

Given a constraint I = K- A Kg,z, A+ A KR, 0, We denote by W(K
the set of VP-pairs W(K) := {{(V,=) | V € V(K-)} U {{V,~g,2) | V €
V(Kg,a) 1 <i<m}.

Definition 7.2.1 (Solution). A substitution o is called a solution of a prim-
itive constraint P, if

e P =t =ty and t10 = tyo, or
o P =t ~pato and R(tla, tQU) > A\

Any substitution is a solution of true, while false has no solution.
A substitution o is a solution of a conjunction of primitive constraints K
iff it solves each primitive constraint in K. We denote the set of all solutions

of K by Sol(K). For a constraint C = ICy v -+ v K,, in disjunctive normal
form (DNF'), we define Sol(C) = U, Sol(K;).
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Given similarity relations R, ..., R,, a conjunction of primitive con-
straints KC, and its solution o, we say that o solves K with approximation

degrees ® = {(R1,01),...,{Rp,0n)} if
e KL=true or K=K-. ando,=---=90, =1,

o € =11 ~g, to for some 1 < j < n, 0; = R;j(t10,t20) = \j, and
0, =1foralll<i<n,i#j,

o [C=PAK' for a primitive constraint P, o solves P and IC" with approz-
imation degrees {{R1,07),...,{Rn, 0>} and {{R1,0)),..., (R, )},
respectively, and d; = min{d!,0}} for all 1 < i < n.

% i

Such a definition of approximation degrees gives the flexibility to charac-
terize approximations with respect to each involved relation independently
from each other.

Theorem 7.2.2. Let K= K- AKg,a, A+ AKR,, A, be a constraint. If o
is a solution of K and o <yyx) ¥, then ¥ is a solution of K.

Proof. Let sy ~g,, s2 € Kg, ;- From o <)y 9, by definition of <y ),
there exists a ¢ such that R(Vop, V) > A; for each V € V(Kg, ). It
implies that

R(SjO'QD, Sjﬂ) = )\Z’, j = 1,2 (71)

On the other hand, for similarity relations R(sio¢, so0¢p) = R(s10,$20)
(see [69]). Since o is a solution of IC, R(sy10,s520) = A;. Hence, we have
R(s10¢, s90¢) = A;. From this inequality and (7.1), by symmetry and tran-
sitivity of R, we get R(s19, s209) = A;. Hence, 9 is a solution of s; ~x, », so.

It is straightforward that ¥ is a solution of any equation from .. Hence,
¥ is a solution of K. [

Definition 7.2.2 (Solved form, approximately solved form). A conjunction
of primitive constraints K is in solved form, if IC is either true or each
primitive constraint in IKC has a form V =1t or V ~g \ t, where V appears
only once in IC. A constraint in DNF ICy v -+ - v IC,y is in solved form, if each
ICi is in solved form.

A conjunction of primitive constraints Keop A Kyar s in approximately
solved form (appr-solved form) if Ko is in solved form, and Kya is a con-
Junction of primitive similarity constraints between variables Vi ~g x Vo such
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that neither Vi nor Vy appear in the left hand side of any primitive constraint
in Ksor- A constraint in DNF ICy v --- v IC,, is in appr-solved form, if each
ICi is in appr-solved form.

Solved forms are also appr-solved forms, but not vice versa. Each solved
form IC induces a substitution, denoted by ox: if K = true, then o = Id,
otherwise o = {V — t |V =te Kor V ~g, t € K}. Obviously, ok is a
solution of K. A constraint Ky, A Ky in appr-solved form is also solvable,
because ox_, solves Ky, and K., always has at least a trivial solution map-
ping all terms variables to the same term variable and all function variables
to the same function variable.

Example 7.2.2. Let R; and R, be defined as in Example 7.1.1 and K =
KR, 04 A Kryo05 be a constraint, where K, 04 = & ~g, 04 white-circle A
T ~p,04Y and Kg, 05 = & ~pr, 05 gray-ellipse A y ~r, 0.5 white-ellipse.

One can bring Kg, .4 to its equivalent solved form (e.g., by an algorithm
along the lines of the weak unification algorithm in [69]). g, 05 is already
in the solved form. Hence, K is equivalent to the constraint

T ~r, 04 White-circle Ay ~g, 0.4 white-circle A

T ~p, 05 gray-ellipse Ay ~gr, o5 white-ellipse,

which is not yet in a solved form. A solved form, equivalent to K, would be
x = gray-circle A y = white-circle. It induces the substitution ¢ = {z —
gray-circle, y — white-circle}.

Example 7.2.3. Let R, and R, be two similarity relations defined as

Rl : Rl (al, Cl)
R1(CL2, 02)
RQ . Rg(bl, bg)

Ri(by,c1) = 0.7, Ri(ar,b1) = 0.8,
Rl(bg, 02) = 06, Rl(ag, bg) = 07,
Ra(b2,b3) = 0.6, Ra(b1,b2) = 0.7, Ra(ci,cz) =0.8.

I

Visually:

0.8/ |07 0.6] 0.7 Ri: the solid lines, Rs: the dotted lines.
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Let K = © ~g,05 f(a1,a2) A v ~g,06 f(y,y). It is equivalent to the
disjunction of two solved forms, e.g., (z = f(b1,b2) Ay ~r,06 b1) Vv (v =
fle1,¢2) Ay ~gry06 c1). The solved forms induce two substitutions: o; =
{z — f(b1,b2), y — b1} and o9 = {x — f(c1,¢2), y — ¢1}. They are solutions
of K. There are other solutions of K that are ~-equivalent to o; or os:
191 = {x — f(bl,bg), Yy — bg} = oy, 192 = {.17 — f(bl,bg), Y — bg} = 0y, and
VU3 = {x — f(c1,¢2), y — Ca} = 09,

Now let K = = ~g, 08 9(¥) A & ~g,06 9(2). A solved form Ks = z =
g(z) Ay = z implies IC, but is not equivalent to it, because K has solutions
{z — g(b1),y — a1,z — by} and {z — g(b1),y — a1,z — bs}, which do
not solve Ks. On the other hand, if we take the approximate solved form
Kas =2 = g(z1) AT1 >R 08 YAT1 >R, 06 2, then every solution of I, solves
IC, and (3z1.K,s)0 holds for any solution o of K. (Substitution application
to a quantified constraint avoids variable capture.) Alternatively, we could
have taken another solved form K. = = = g(x1) A Yy ~r, 08 T1 A 2 ~Ry06 L1
which has the same properties as ICys.

Example 7.2.4. Let Rl(a,bl) = Rl(bl,bg) = Rl(a, bg) = 08, RQ(C, b1) =
Ra(b1,b2) = Ra(be, ¢) = 0.7 and consider a constraint IC = z ~g, o6 f(y,y) A
T ~r,05 f(z,2). The straightforward solved form x = f(z,2) Ay = 2, as in
the previous example, has fewer solutions than I, e.g., {z — f(b1,bs),y —
a, z — c} would be lost. If we take an appr-solved form Koy = x = f(x1, 22) A
Tl >R, 06 Y A T1 SR,05 2 AT R, 06 Y A T2 =R,05 2, then all solutions of
Kas solve K and for each solution o of I, we have (3z1, x2.Ks5)o. Unlike the
previous example, we can not turn this appr-solved form into a solved form
by swapping sides of variables-only equations.

7.3 Constraint solving

The constraint solving algorithm Solve presented in this section works on
constraints in DNF'. Its rules are divided into three groups: for equalities, for
similarities, and for mixed problems. They are applied modulo associativ-
ity, commutativity, and idempotence of A and v, treating false as the unit
element of v. We first introduce the rules and then define Solve by using
them.

In the rules, the superscript 7 indicates that the constraints are supposed
to be solved. The sides of an equation V ="t belong to the same syntactic
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category, i.e., it stands either for x ="t or for F =" f. The same holds for
\%4 27?3 \ t

7.3.1 Equality rules

In this subsection we describe the rules that solve equality constraints. Essen-
tially, these are first-order unification rules with a slight modification, which
concerns dealing with function and predicate variables. The rules have the
form K ~» K', which defines the transformation X v C ~ K’ v C. Note that
C does not change.

The rules are Del-eq (deletion), Dec-eq (decomposition), Ori-eq (orien-
tation), Elim-eq (variable elimination), Confl-eq (conflict), Mism-eq (arity
mismatch), Occ-eq (occurrence check), all formulated for the equality rela-
tion =.

Del-eq : ti?tAlC«»IC, where t € F U VF U V1.

Dec-eq: f(t1,...,tn) =7 g(s1,..,80) A~

fi?gAtli?sl/\‘-~Atn£?sn/\lC, where n > 0.
Ori-eq : ti?V/\ICMVi?t/\IC, ifte V.
Elimeq: V="tAK~V="tAK{V—t}, ifVe¢V(t)andVeV(K).
Confleq: f =" gAK~ false, if f#g.
Mism-eq : f(t1,...,t,) =? g(s1,...,8m) A K~ false, if n # m.

Occeq: z ="t K~ false, if z€ V(t) and z # ¢.

Note that the Elim-eq rule replaces occurrences of a variable in the whole
IC, i.e., the variable gets replaced both in equality and similarity constraints.

We define the algorithm LUnif, which applies the equality rules as long as
possible. When there are more than one applicable rule, the algorithm may
choose one arbitrarily.

Theorem 7.3.1. {Unif is terminating.

Proof. Similar to the proof of termination of the unification algorithm in
[7]. ]
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Lemma 7.3.1 (Soundness lemma for Unif). If I ~ K’ is a step performed
by a rule in Unif, then Sol(KC) = Sol(K').

Proof. When K consists of equational constraints only, then so is K" and the
lemma can be proved as the analogous property of the unification algorithm
in [7]. If K contains similarity constraints as well, the only nontrivial case
to consider is the Elim-eq rule. We will need the fact that for any ¢ and 9,
Yo € Sol(K) iff o € Sol(Kd) (which is straightforward to show).

Let K = {V ="t} A Ky and ¥ = {V — t}. Then K/ = {V ="t} A Ko¥

and we have

o€ Sol(K) iff o € Sol({V =" t} A Ky) iff
Vo =to Ao e Sol(Ky) iff (because Vo = to implies 0 = Yo)
Vo =to Ao e Sol(Ky) iff
Vo =to A o€ Sol(Ky0) iff
o€ Sol({V ="t} A Ko0) iff
o€ Sol(K').

7.3.2 Similarity rules

The rules in this section are designed for similarity relations. They resemble
weak unification rules [34, 69], with the difference that function variables and
multiple similarity relations are permitted.

In the Elim-sim rule, the variable V' is replaced by t only in the constraints
for the same similarity relation. This is justified by the fact that although a
A-cut of each similarity relation is transitive, from ¢ ~g, 1, 5, S ~g,\, T We
can not conclude anything about similarity between ¢ and r.

The similarity rules have the same form as the equality rules: K ~» K,
which defines the transformation K v C ~ K’ v C. The names are also similar
to those for equalities, using sim instead of eq.

Del-sim: t; :(7?2,/\ to A K~ K,
where t1,to € F U VF U Vr and R(ty,t2) = A

Dec-sim : f(t1,...,t,) ~p\ 8(S1,-- ., 80) A K~

? ? 2
faprgAati =gy st A Aty =g\ Sp A K, where n > 0.

Ori-sim : t 2%,,\ VAK~V 2%,>\ t A K, wheret¢ V.
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Elim-sim: V :%A tAKRAAK~V :;Q’/\ t A KAV =t} AK

where K does not contain primitive =~ a-constraints, V' ¢
V(t), and V € Kg ».

Confl-sim: f :%’A g A K~ false, if R(f,qg) < .
Mism-sim : f(ty,...,t,) :327/\ g(s1,...,8m) A K~ false, if n # m.
Occ-sim: =z :;3,,\ t A K~ false, if x € V(t) and = # t.

The algorithm Gim applies the similarity rules as long as possible. When
there are more than one applicable rule, the algorithm may choose one non-
deterministically.

Termination of Gim can be proved as termination of Unif:

Theorem 7.3.2. Gim is terminating.

Lemma 7.3.2 (Soundness lemma for Gim). If I ~ K’ is a step performed
by a rule in Sim, then Sol(K) = Sol(K').

Proof. When we have only one similarity relation, soundness follows from
soundness of weak unification algorithm [69]. For the extension to multiple
similarity relations, the only nontrivial rule is Elim-sim. (For the others,
Sol(KC) = Sol(K') holds directly.) It is important to notice that in this rule,
{V — t} applies only to K% . Then for V' :(7';7)\ t A Kg.x we have Sol( 2(7?27A
t A Kra) = Sol(V =%, t A Kra{V — t}). (It follows from soundness of
weak unification algorithm [69], since the constraint is over a single similarity
relation.) Constraints for all other relations remain unchanged. It implies
that the solution sets for constraints in both sides of the Elim-sim rule are
the same. [

Example 7.3.1. let Kz, 04 = T =~g, 04 white-circle n © ~g, 04 y and
KRry05 = & ~p,05 gray-ellipse Ay ~g, 05 white-ellipse be the constraints
from Example 7.2.2. The reduction mentioned in that example is modeled
by performing the Elim-sim step and replacing x by white-circle in Kg, o.4:

T >R, 04 White-circle A v ~g, 04 YA
T ~p, 05 gray-ellipse Ay ~g, 05 white-ellipse ~>gjim-sim
T ~gr, 04 White-circle A white-circle ~g, 0.4 YA

T >R, 05 gray-ellipse Ay ~r, o5 white-ellipse.
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If Elim-sim permitted to replace x not only in Kg, o4, but also in K, ¢,
we would get

T ~p, 04 White-circle A white-circle ~g, 9.4 YA

white-circle ~g, o5 gray-ellipse A y ~g, 0.5 white-ellipse,

but white-circle ~x, 05 gray-ellipse is unsolvable. Hence, we would lose a
solution.

Mixed rules

The rules in this section apply when there are at least two primitive con-
straints over different similarity relations. The notation ¢[x] below means
that the variable x occurs in the term t.

Definition 7.3.1 (Occurrence cycle). An occurrence cycle for a variable x;
is called the conjunction of primitive constraints x, :'7?217/\1 t1[xa] A 2o 23{27/\2
tolzs] A Ay, :%m)\n tnlz1], wheren > 1, R; # Ripq foralll <i<n-—1,
R, # R, and at least one t is not a variable.

Remark 7.3.1. Note that in the definition of occurrence cycle, if two neigh-
boring primitive similarity constraints use the same relation, they can be con-
tracted into one constraint by transitivity, i.e., instead of x; 2;@ A, tilzied] A
Tit1 2:'[7%_7)\1_ ti+1[xi+2] we can have ZT; 2;31_7)% tz [ti+1[xi+2]]7 gettlng rid of con-
secutive identical similarity relations. The same is true for the last and the
first constraints.

Theorem 7.3.3. If a conjunction of primitive constraints contains an oc-
currence cycle modulo symmetry of 2;’27” then it has no solution.

Proof. In similarity relations, symbols of different arities can not be similar.
Therefore, similar terms have the same set of positions, i.e., as trees they are
the same up to renaming of nodes.

We prove by contradiction. Assume that the given occurrence cycle has
a solution ¢. It means that the following term pairs have the same struc-
ture: 210 and t1[z2]0, 290 and to|x3]d, ..., x,0 and t,[z1]Y. Then z19 and
t1lta]- - - [tn[z1]] - - - ]]Y have the same structure. Since at least one of t;’s is
not a variable, 211 is a proper subterm of ¢[ts[- - - [t,[z1]] - - - ]]¥. But a term
and its proper subterm can not have the same structure. We reached thus a
contradiction.
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2

The phrase “modulo symmetry of 233,,\ in the theorem means that the
sides of primitive constraints can be swapped, in order to detect an occurrence
cycle. Since side swapping does not affect solvability of constraints, the
theorem remains true if an occurrence cycle is not in the explicit form in the
constraint. O

Below, when we talk about existence of an occurrence cycle in a con-
straint, we mean existence modulo symmetry of the similarity predicate.

The rules in the mixed group are rules for occurrence check (Occ-mix),
mismatch (Mism-mix), and elimination of term variables (TVE-mix) and of
function variables (FVE-mix). All of them except FVE-mix have the form
IC~ K'. As usual, they define the constraint transformation v C ~ K'v C.
As for FVE-mix, its form is IC ~ K} v --- v K/, defining a transformation
KvC~Kjv---v K, vC. Note that C does not change in any of these
rules.

In all the rules it is assumed that the constraint to be transformed (i.e.,
the constraint in the left side of ~») has the form o A Kg, 2, A+ - AKR,, A
where K- and each Kg, 5, 1 <i < m, are in solved form.

The TVE-mix rule uses the renaming function p. Applied to a term,
p gives its fresh copy, obtained by replacing each occurrence of a constant
from F by a new function variable, each occurrence of a term variable by
a fresh term variable, and each occurrence of a function variable by a fresh
function variable. For instance, if the term is f(F'(a,z,x, f(a))), we have
p(f(Fla,z,z, f(a)))) = G1(G2(Gs(), y1, 42, G4(G5()))), where Gy, Ga, Gis, G,
G5 € Vr are new function variables and v, y» € V1 are new term variables.

Occ-mix : = z;’m t A K~ false,
if x 2%, 4t A K contains an occurrence cycle for x.
Mism-mix : @ ~5 \ f(t1,... . t,) A2 ~p, \, 8(s1,. .., Sm) A K~ false,
if Ry # Ry and m # n.
TVE-mix: @ ~p, f(ti,....tn) AKX~z = F(t,... th) AF ~p, fa
o ~pati A At =ty A KD,

where 2 € V(K), 2 ~% , f(t1,...,t,) A K does not contain
an occurrence cycle for x, F(ty,...,t) = p(f(t1,...,t,)), and

9= {x— Ft),...,t'")}
FVE-mix: F =4, [ AK~ Voenb(rrn (F =g A K{F— g}),
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where F € V(K).
By 9tix we denote one application of any of the mixed rules.

Lemma 7.3.3 (Soundness lemma for Mix). If K ~ C is a step performed
by a rule in Mix, and o € Sol(C), then o € Sol(K).

Proof. For failing rules it is trivial as false has no solution. For FVE-mix,
the definition of neighborhood implies it. For TVE-mix we reason as follows:
Let K = {z ~%, f(t1,...,ty)} A K1 and o be a solution of the right-hand
side of this rule. Then zo = F(t),...,t,)0 ~g. f(t1,...,t,)0 and o solves
x ZEM f(t1,...,t,). For any other equation eq € Ky, we have eqd in the
right-hand side, where ¥ = {z — F(t|,...,t/)}. On the other hand, o is a
solution of eq? iff Yo is a solution of eq. The equality xo = F(t},...,t))o
implies Yo = ¢. Hence, o is a solution of eq. O

Our constraint solving algorithm Solve is designed as a strategy of ap-
plying 4nif, Gim, and IMiz. To solve a conjunction of primitive equality
and similarity constraints K = Ko A g,z A -+ A KR, 0, it performs the
following steps:

C:=K

while C is not in the appr-solved form do
C := tnif(C), if C = false, return false
C := 6im(C), if C = false, return false
C := Mix(C), if C = false, return false

return C

We write Solve(KC) = C, if the algorithm returns C for the input /. Re-
spectively, Solve(K) = false if false is returned.

Example 7.3.2. Let R, and Ry be the relations defined in Example 7.2.3
and illustrate the steps Solve would make to solve x 2;@170_5 flar,a2) A
x :;22’0_6 fly,y). We will explicitly distinguish between function variables
and terms made of a function variable only, i.e., between F' and F(). For
the same reason, we write constant-terms a; and ay in their full form a;()
and as(). Primitive constraints selected to perform a particular step are
underlined.

z 2(7?21,0.5 flai(), a2()) A Z;22,0,6 F (Y, y) ~TVE-mix
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= F(Gi(),Ga()) A F =R1,0.5 fAGi() =R1,05 a1() A Ga() =R1,0.5 as()
F(Gl()7 G2()) ;z2 06 f(?/ y) ~?Dec-simx 2

= F(Gi(),Ga()) A F 2721,0.5 fAG~ —R1,0.5 a1 A G 27?21,0.5 Az A
F(Gl()7 G2()) —;22 0.6 f(?/a Z/) ~*Dec-sim,Ori-sim

x = F(G1(),G2()) A F =5 05 f A Gr~p, 05 01 A Gy > o502 A

F 2;12,0.6 fry 2;22,0.6 G1() A Ga() 2322,0.6 Y ™ Elim-sim
= F(G1(),G20) A F ~p, 05 f A G1 >3, 05 a1 A Ga ~p, g5 G2 A
F 2;%2,0.6 Ay 2;%2,0.6 G1() A Ga() 2322,0.6 G'1() ~Dec-sim
= F(G1(),G20) A F ~p, 05 f A G1 >, 05 a1 A Ga ~p, 5 G2 A
F :%2,0.6 fry :;@,0.6 G1() A G2 2;22,0.6 G'1 ~FVE-mix
= f(Gi(),G2()) A F = fAGy 2321,0.5 a1 A G :%1,0.5 Q2 A
f :;32,0.6 Ay :%2,0.6 Gi() A G2 2;22,0.6 G'1 ~Del-sim
= f(Gi(),G2()) A F = fAGy 2321,0.5 a1 A G :%1,0.5 Qg2 A
Y 27?22 06 G1() A G2 2%2,0,6 G'1 ~FVE-mixx2
(z = f(bi(), 0 ())/\F;fAGliblAGgibg/\
Y= R206 bi() A by ~ R206 bl)
(2= fla(e))AF=fAG=cAGy=con
y= R2 06 c1() A ¢ 23@70,6 01) "~ Del-sim x 2
(2= f(0r10),b20) A F = fAGL=b; AGa =by Ay >, 06b1() v
(2= fla(0,e0) AF=fAG =ci AGa=ca Ay ~p,06c().

Restricting the obtained result to the original variables (and writing
constant-terms in the conventional way), we get the solved form

(= f(b1,b2) Ay ~ry06b1) v (z = f(c1,¢2) AY ~Ry06 C1)-

Example 7.3.3. Now we show how Solve computes an appr-solved form for
the constraint from Example 7.2.4:

x :;31,0.6 fly,y) nz 3332,0.5 f(2,2) ~TVE-mix

. ? 2 2
= F(rg, ) A F =R1,0.6 JAx FR1,06 Y NT2 =Ri06 YN
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F(x1,22) 2:}22,0,5 f(2,2) ~FVE-mix
T = fla,m) AF = fAR >3 06U AT2 >0, 06 Y A

f(xb .1’2) 2:'[722,[),5 f(Z, Z) ~*Dec-sim, Del-sim

. . ? ?
x = f(ry,29) NF = f A1y ~R1,06 Y NT2 ¥ R06 YN

? 7
T1 =Ry05 # N2 =R,05 ?-

The result gives an appr-solved form. If we did not generate new copies
for each variable occurrence in the TVE-mix rule, we would end up with
= f(z,2) A F = f Ay =2 As wesaw in Example 7.2.4, some solutions
would be lost in this case.

To prove termination of Solve, we will need an ordering on directed acyclic
graphs (dags).

Theorem 7.3.4 (Termination of Solve). The algorithm Solve terminates and
gives either false or a constraint in appr-solved form.

Proof. Let Iy be a given conjunction of primitive constraints. We build a
term variable dependency graph G = (Vert, E) from Ky and maintain it
during the process of solving. The construction is similar to the one in the
proof of Theorem 4.2.1 with the difference that the edges are also labeled
by the involved relation names, including the syntactic equality. Hence, two
nodes can be connected by multiple edges, i.e., it is actually a multigraph.

The initial version of the graph is denoted by Gi,.

In the process of the application of Solve, the graph gets modified as
follows:

a) The applied rule is of the form K ~» K'. Then from the graph G we
obtain the graph Gy depending on the rule:

e Elim-eq with 2 =’ ¢ and Elim-sim with ~% » t modify the mark
of x: mark(vrt(z), Gir) := mark(vrt(z), Ge)\{z}. Additionally,
an edge labeled by = (in case of Elim-eq) or by R (in case of
Elim-sim) is created from vrt(z) to vrt(y) for all y € V(¢).

e TVE-mix with z ~% , ¢ changes the marking for vrt(z) as it is
done for Elim-eq and Elim-sim above and modifies the markings
for vrt(y) for each y € V(t) as follows: Let 41, ..., Ym, m = 0, be all
the copies of y created by the renaming function p in the TVE-mix
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step. Then mark(vrt(y), Gxr) := mark(vrt(y), Gx) U{y1,- -, Ym}-
Moreover, vrt(y;) is defined as to be vrt(y) for all 1 < i < m.
Besides, an edge (labeled by R) is created from wvrt(z) to vrt(y)
for each vrt(y) € V(t), if it does not exist already.

e No other rule of the form I ~» K’ modifies the graph.

b) The applied rule is of the form K ~ K} v ---v K/, n > 1. Then
Gk =Gk, = =Gy

One can see that the set Vert remains unchanged during the process.

The failing rules stop the algorithm immediately. For the nonfailing ones,
as the termination criterion, we consider the lexicographic combination of five
measures: (1) the number of missing edges until the variable dependency
graph is completed, (2) marked serializations of variable dependency graphs,
(3) the number of function variables, (4) the multisets of sizes of equations
in each conjunction of primitive constraints, and (5) the number of equations
with a non-variable term in the left and a variable in the right. Then

e Del-eq, Dec-eq, Del-sim, and Dec-sim decrease (4) without affecting
(1)-(3);
e Ori-eq and Ori-sim decrease (5) without affecting (1)—(4);

e Elim-eq and Elim-sim decrease (1);

e TVE-mix either decreases (1) or leaves it unchanged and decreases (2)
with respect to >,,4%-

e FVE-mix decreases (3) without affecting (1)—(2).

If Solve does not stop with false, the only possible non-solved primitive
constraints are those between variables, whose left hand side has occurrences
in at least two different kind of constraints. For any other case, there is an
applicable rule. Hence, the obtained constraint is in appr-solved form. O

Theorem 7.3.5 (Soundness of Solve). Let K be a conjunction of primitive
constraints. Then every solution of the constraint Solve(K) is a solution of

K.

Proof. By induction on the length of a rule application sequence leading
from IC to Solve(K), using the soundness lemmas for equality, similarity, and
mixed rules (Lemmas 7.3.1, 7.3.2, 7.3.3). O
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Theorem 7.3.6 (Completeness of Solve). Let KC be a conjunction of primitive
constraints, and ¥ be its solution. Then Solve(K) is a constraint (Kgo A
Kyar) v C, where Kgo1 A Kyar is in appr-solved form, and oy, 0x,.. <wi) U,
where ox_, 15 the substitution induced by Kqo1, and ok, s a solution of K,y

Proof. In the proof we use completeness of unification and weak unification
algorithms [8, 34, 69]. First, note that if one of the failure rules is applicable
to a constraint, then it has no solution. For Occ-mix it follows from The-
orem 7.3.3. For Mism-mix, it is guaranteed by the fact that symbols with
different arities are not similar. For failure rules in 4nif and Gim it is known
from their completeness results.

Application of 4Unif to I leads to a new constraint C,,, which contains
a solved form Kynso such that ox, . <ww) Y. Application of &im to Cy,
gives Cgm, which contains a solved form Kgnso (an extension of ICupsor)
such that ok, ., <wwk) ¥. After that, if TVE-mix is applicable, we have
an equation x 2;27/\ f(t1,...,t,). TVE-mix extends the solved form by a
new equation r =’ p(f(t1,...,t,)), obtaining Kieso. By definition of p, the
term p(f(ty,...,t,)) contains fresh variables for each symbol in f(¢y,...,t,)
and, hence, ox,,. ., <wr) V. It is important at this step to record which
fresh variable is a copy of which original variable, maintaining an function
original-of (V') =V, where V € V(K) and V"' is zero or more applications of
p toit (i.e., V' is V, or its copy, or a copy of its copy etc.). If the rule FVE-mix
is applicable, we have an equation F' :;a, \ J. We make a step by this rule,

adding a new equation F =" original-of (F)9 and obtaining a new solved
form Kpeso. Let ¢ be the substitution {original-of (F') — original-of (F')9}.
Then we have ox,, @ <wk) ¥. Iterating this process, we do not get false,
since K was solvable. By Theorem 7.3.4, the process terminates with an
appr-solved form Ky A Kyar such that ox o1 -+ - or <w) ¥, where the ¢’s
are substitutions of the form {original-of (V') — original-of (V)9}. Let ox.,,,
be the restriction of ¥} to the variables of Ky,,. Then o, is a solution of
Kyar- And we have ox_ @1 0r0K,.. <w(k) V.

For the ¢’s, composition is commutative, because they are ground sub-
stitutions with disjoint domains. For some of them we have o ,¢; = ok,
because at some step we might have solved an equation with original-of (V')
variable in its left for original-of (V') € dom(p;). We assume that the ¢’s
in the composition are rearranged so that ox_, 1w = ok, Pit1 " k-
These remaining ¢’s are those for which the algorithm reached a variables-
only equation containing original-of (V'), which occurs in the domain of one
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of the ¢’s. But then ;- ¢y is a part of ok, . Hence, we can get rid of
them, obtaining o 0x.... Hence, we get ok, ,0x... <wx) V. O

7.4 Computing approximation degrees

In the algorithm, we have not included the computation of approximation
degrees, but it can be done easily. Instead of constraints in DNF' of the form
Kiv - v K,, we will be working with expressions (we call them extended
constraints) (K1,91) v -+ v (K,,D,), where Dy,...,9,, are approximation
degrees. The rules will carry the degree (“computed so far”) as an additional
parameter, but only two rules would change them: Del-sim and FVE-mix.
Their variants with degree modification would work on constraint-degree
pairs (w stands for disjoint union):

Del-sim-deg: (t 2;27A ty A K, {(R,0)} w D) ~
(K, {{R,min{d, R(ty,t2)}>} U D)
where ti,t; € F U VF U Vr and R(ty,t2) = A

FVE-mix-deg: (F ~p, f A K, {{(R,0)} wD) ~

Vgenb(f R (F = g A K{F — g},

{(R,min{d, R(f,9)})} v D),
where F € V(K).

For any other rule R of the form I ~ Ky v --- v IC,,, n > 1, its degree
variant R-deg will have the form (K, D) ~ (K1,D)v---v(K,, D), i.e., ® will
not change. Let us denote the corresponding versions of LUnif, Gim, and Mix
by Unif-deg, Sim-deg, and Mix-deg. The notions of solved and approx-solved
forms generalize directly to extended constraints. Then we can define Solve-
deg along the lines of Solve: To solve a conjunction of primitive equality and
similarity constraints K with respect to similarity relations Rq,..., R,,, it
performs the following steps:

C:= K AR, L,...,(Ry, 1})

while C is not in the appr-solved form do
C := Unif-deg(C), if C = false, return false
C := Sim-deg(C), if C = false, return false
C := Mix-deg(C), if C = false, return false

return C
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7.5 Summary

Multiple similarities cause the transitivity property to be lost, which makes
the problem particularly challenging. In this respect, the problem of solving
multiple similarity constraints resembles the problem of solving proximity
constraints, but as we have shown in the introduction, there are good reasons
why proximity-based algorithms are not quite adequate for it. It justifies the
design of a dedicated method for multiple constraints.

The algorithm Solve presented in the chapter solves positive equational
and similarity constraints, where multiple similarity relations are permitted.
Given such a constraint in DNF, it computes a disjunction of approximately
solved forms, from which solution substitutions can be read off. It can be
easily extended to include the computation of approximation degrees of the
solutions. The algorithm is terminating, sound, and complete.
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Conclusion

In this thesis we developed fundamental symbolic algorithms for automat-
ing approximate quantitative reasoning, where approximate information is
expressed by fuzzy proximity and (multiple) similarity relations. These rela-
tions replace the exact equality by its quantitative extension that expresses
proximity or similarity between objects up to a certain degree.

The techniques that we studied address the problems of solving approxi-
mate equational and generalization constraints. Different versions of unifica-
tion and matching algorithms have been designed for equational constraint
solving, and anti-unification algorithms have been proposed for generaliza-
tion constraints.

Proximity relations are the fuzzy counterpart of tolerance (reflexive and
symmetric) relations, while similarities are seen as fuzzy equivalences. In
this sense, similarity is a special case of proximity (restricted by transitivity),
but when dealing with multiple similarities over the same domain, one can
not rely on the transitivity anymore. Hence, in our problems, we had to
deal with the lack of transitivity in both proximity and multiple similarity
settings. It posed a significant challenge, since the standard techniques from
the unification theory do not apply, and our methods had to address it.

Proximity relations (and their crisp counterpart, tolerance relations) can
be represented by weighted or non-weighted undirected graphs, and the ex-
isting approaches to proximity-based constraint solving can be characterized
by the way how proximal nodes are treated in such a graph. In the block-
based approach, two symbols are considered proximal if they belong to the
same maximal clique partition in this graph. In the class-based approach, a
symbol is proximal to any of its neighbors in the graph. Both approaches
can be used to extend the constraint solving methods from a single similar-
ity relation to proximity or multiple similarity relations and have their pros
and cons. We characterized these approaches in this thesis, briefly summa-
rized the existing block-based algorithms for proximity unification, proposed
a block-based anti-unification algorithm for proximities, and developed class-
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based unification, matching, and anti-unification methods in several theories
with proximity and multiple similarity relations. These novel results can be
summarized as follows:

e For the fuzzy signatures where mismatches are allowed only in symbol
names:

— A block-based anti-unification algorithm for proximity relations
(Section 3.3) and its subalgorithm for computing maximal clique
partition in undirected graphs (Section 3.3.2);

— Pre-unification and neighborhood constraint solving algorithms,
forming a class-based unification algorithm (Section 4.2). The
latter can be seen as a generalization of Sessa’s weak unification
algorithm from similarity to proximity relations in the class-based
setting;

— A class-based matching algorithm for proximity relations that
works on a compact set-based representation of terms and sub-
stitutions (Section 4.3);

— A class-based anti-unification algorithm for proximity relations
that works on a compact set-based representation of terms and
substitutions (Section 4.4);

— A class-based equational constraint solving algorithm for multiple
similarity relations (Chapter 7), which generalizes Sessa’s algo-
rithm from a single similarity relation to multiple similarity rela-
tions over the same domain.

e For the fuzzy signatures where mismatches are allowed both in symbol
names and arities (fully fuzzy signatures):

— A class-based unification algorithm (Section 5.3), which general-
izes from similarity to proximity relations the unification algo-
rithm proposed by Ait-Kaci and Paci;

— A class-based matching algorithm for proximity relations (Sec-
tion 5.4);

— A generic framework for class-based anti-unification algorithms
(Section 5.5) whose special cases form several concrete ones, in-
cluding the one that generalizes the anti-unification algorithm by
Ait-Kaci and Paci from similarity to proximity relations.
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e Application: a calculus of rule-based programming with conditional
transformation rules, where the core computational mechanism is an
extension of matching with proximity relations (Chapter 6).

For all the algorithms described in this thesis, we proved termination,
soundness, and completeness theorems. The complexity issues have been
addressed as well.

Our results open a way for future work in several directions. An in-
teresting problem would be to study proximity-based unification in equa-
tional theories. Argument relations that we introduced in Chapter 5 can
be represented as a version of regular, collapse-free, shallow theories, which
have been studied quite intensively in first-order equational unification. A
first step towards equational proximity-based unification would be investi-
gating it modulo such theories. In general, one may have several versions of
proximity-based unification modulo equational theories depending whether
the background knowledge is crisp, fuzzy, or mixed. It is quite a large area
to explore where, to the best of our knowledge, not much research has bee
done so far.

Another interesting and important direction is to bring the theoretical
advances to practical applications. Proximity- and similarity-based unifi-
cation has been used successfully in fuzzy logic programming and flexible
query answering systems, proximity-based matching has been incorporated
in a rule-based programming tool, but the unexplored potential of these
techniques is still big. In general, quantitative theories have many useful ap-
plications, some most recent ones being related to artificial intelligence, pro-
gram verification, probabilistic programming, or natural language processing.
Many tasks arising in these areas require reasoning methods and compu-
tational tools that deal with quantitative information. For instance, con-
straint logic programming, knowledge engineering, approximate automated
reasoning, program analysis and transformation methods could find approx-
imate unification and matching techniques useful. Approximate inductive
reasoning, reasoning and programming by analogy, similarity detection in
programming language statements or in natural language texts could benefit
from solving approximate generalization constraints. These and many re-
lated problems can form the area of many interesting practical applications
for fundamental symbolic proximity- and similarity-based techniques.
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